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Abstract 

Cancer is one of the leading causes of death worldwide. Cancer cases in Indonesia have now reached 

4.8 million in 2018. Most cases are breast, cervix, and lung. Furthermore, we need to note that 43 

percent of these cancer cases are preventable. This study uses a linear logistics regression model. 

Linear logistic regression models can be used for categoric datasets. The appropriate model is 

obtained after parameter assessment, test the significance of each affecting attribute, and test the 

suitability of the model. This is done to obtain prediction models and risk factors at the level of 

correlation of disease size. This method is relatively easy and conceptually practical, so it is possible 

to apply it to diagnose early symptoms of lung cancer. The results include a linear logistics 

regression model for early prediction of lung cancer patients based on symptoms, habits, and history 

of health diseases to see the likelihood that someone with a certain level of risk could have lung 

cancer. The factors that affect a person with lung cancer are difficulty swallowing, coughing, chronic 

diseases, fatigue, and age. 
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Abstrak 

Kanker merupakan salah satu penyebab kematian utama di seluruh dunia. Kasus kanker di Indonesia 

kini telah mencapai 4,8 juta pada 2018. Kasus terbanyak adalah payudara, serviks, dan paru. Dan 

perlu kita catat bahwa 43 persen kasus kanker ini dapat dicegah. Penelitian ini menggunakan model 

regresi logistik linier. Model regresi logistik linier dapat digunakan untuk dataset yang bersifat 

kategorik. Model yang sesuai diperoleh setelah dilakukan penaksiran parameter, uji signifikansi 

setiap atribut yang mempengaruhi, dan uji kecocokan model. Hal tersebut dilakukan untuk 

mendapatkan model prediksi dan faktor risiko pada tingkat korelasinya dari ukuran penyakit. 

Metode ini cukup mudah dan praktis secara konseptual, sehingga mungkin untuk diterapkan dalam 

diagnosa gejala awal kanker paru-paru. Hasil yang didapatkan yaitu model regresi logistik linier 

untuk prediksi dini penderita kanker paru-paru berdasarkan gejala, kebiasaan, dan riwayat penyakit 

kesehatan untuk melihat kemungkinan seseorang dengan tingkat resiko tertentu bisa menderita 

kanker paru-paru. Adapun faktor-faktor yang mempengaruhi seseorang menderita kanker paru-paru 

yaitu kesulitan menelan, batuk, penyakit kronis, kelelahan, dan umur. 

Kata Kunci: Kanker Paru, Model Prediksi, Regresi Logistik Linier, Pembelajaran Mesin 
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I. INTRODUCTION 

umors are conditions where cell growth is abnormal and thus forms a lesion or, in most cases, lumps in the 

body. A tumor is divided into two, namely benign tumors and malignant tumors. Malignant tumors or 

known as cancers, such as lung cancer and breast cancer. The study will focus on lung cancer because lung 

cancer is the leading cause of cancer-related death globally, with mortality rates exceeding prostate cancer, 

breast cancer, and cervical cancer. In Indonesia, lung cancer is the leading cause of death among men, and more 

than 70% of cancer cases are diagnosed in the advanced stage [1].  

Data from GLOBOCAN 2020 showed that among men and women, the distribution of the most common 

cancer incidence was lung (19.2%), breast (10.8%), stomach (8.6%), liver (6, 9%) and colon (6.0%). The main 

causes of cancer death among women and men are lung cancer (19.2%), liver (10.5%), stomach (9.9%), 

esophageal (7.5%) and breast (6.0%). Lung cancer is also the leading cause of cancer death in Indonesia. Every 

hour, four patients are diagnosed with lung cancer and three patients die of lung cancer in Indonesia. The 

incidence and mortality rate of lung cancer in Indonesia is higher than the average in Asia and the world [2]. 

Lung cancer can be caused by a variety of factors, including cigarette smoke and genetic changes. Smoking 

is the leading cause of lung cancer in 80-90% of lung cancer cases, even though only 10-15% of smokers have 

lung cancer [3]. Cancer has high rates of morbidity and mortality. This is a significant threat to human life. 

Although there are many prevention methods and treatment of tumors, ranging from primary to secondary 

levels, it is still not enough. Studies have shown that advanced stage lung cancer has a lower overall survival 

compared to earlier stages. Thus, screening and early detection in primary care health facilities are crucial for 

lung cancer. Therefore, early detection, early diagnosis, and early treatment are still the main steps to improving 

survival rates and reducing cancer patient mortality rates [4].  

Symptoms do get usually occur until the cancer is advanced, and may include persistent cough, sputum 

streaked with blood, chest pain, voice change, worsening shortness of breath, and recurrent pneumonia or 

bronchitis [5]. And also, other symptoms such as chronic cough, hemoptysis (coughing up blood), hoarseness, 

cachexia (wasting syndrome; weight loss, muscle mass, and fat composition related to cancer), wheezing, chest 

pain, and clubbing finger [2]. 

Thus, the formation of tumor prediction models is crucial. Currently, the formation of a predictive model to 

be used is logistic regression. So, we've discovered an approach that can be used to detect cancer in its early 

stage with machine learning techniques. We'll use logistic regression to classify the datasets in this work. We 

use logistic regression for this research because it is the generalized form of linear regression. Primarily, it is 

worn for computing binary or multi-class dependent variables. Because the reply variable is discrete, it cannot 

be modelled directly by linear regression. For building a model, it forecast the odds of its event instead of 

forecasting the point estimate of the occurrence.  In two class problem when the result of odds greater than 50% 

then the class is designated by assigned value 1 otherwise it is 0. However, it is a very ably accepted kit, it 

allows that the reply variable is linear in the coefficients of the forecast variables. Then, using the experience 

of data analysis the experimenter must choose the original inputs and decide their functional relationship to the 

reply to variable [6]. 

 

II. LITERATURE REVIEW 

A. Related Work  

Previous research conducted by Shuting Shen, Ziqiang Fan, and Qi Guo in 2017 [4], lung cancer became a 

prime use example of logistic regression from analysis of relevant data. The prediction models used are logistic 

regression and BP neural network as early detection of lung tumors. This process will use the R language to 
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read and analyze lung cancer statistical data and build logistic regression models for the exploration of risk 

factors and predictions of pain probabilities.  

Besides, risk components obtained based on logistic regression methods will be incorporated into BP neural 

networks to analyze sensitivity, find more accurate risk factor components, and correlate those factors with 

tumor pathogenesis. The accuracy of the above model is then verified by designing a tumor prediction model 

based on a logistic regression model and analysis of tumor risk factor sensitivity based on BP neural networks. 

The results obtained are three factors that affect lung tumors, namely age, smoking habits, and a history of 

respiratory diseases with sensitivity as follows: 0.17, 0.48, 0.69. And obtained model design based on logistic 

regression: 

logit(P) = -5.67 + 3.57 x Age + 3.20 x Smoking History + 1.85 x History of Respiratory Diseases 

Research conducted by Raghavendra Patil G E, Sinchana C G, Tejashwini P, Tejaswini K N, Veena Vittal 

Ganiga in 2020 [5], using Logistic Regression which will be used to classify the datasets. The aim of this project 

work is to develop a lung cancer prediction system using logistic regression. First of all, the dataset were 

partitioned into two parts for training and testing. Then the system is trained using different training dataset 

using logistic regression such that the system can predict lung cancer in the patients more accurately. Then the 

system is tested using testing dataset for the accurate result. So, the result obtained is training accuracy = 96% 

and testing accuracy = 84%. 

Research conducted by Animesh Hazra, Nanigopal Bera, Avijit Mandal in 2017 [6], this research inspects 

the accomplishments of Support Vector Machine (SVM) and Logistic Regression (LR) algorithms in predicting 

the survival rate of lung cancer patients and compares the effectiveness of these two algorithms through 

accuracy, precision, recall, F1 score and confusion matrix. In this study data cleaning, feature selection,  splitting 

and  classification techniques have been  applied  for  predicting  survivability  of  lung  cancer  as accurately  

as  possible.  This project  reveals  that  logistic regression  classifier  gives  the topmost  accuracy  of  77.40% 

compared  to  support  vector  machine  classifier which  gives 76.20% accuracy. Also, the logistic regression 

classifier gives maximum classification accuracy concerning  every different classifier. 

Research conducted by Dr. M. Kasthuri dan M. Riyana Jency in 2020 [7], classified about various Machine 

Learning techniques to predict the lung cancer by using dataset. The accuracy, Precision, Recall and F-Measure 

are calculated for Support Vector Machine, Naive Bayes, K nearest neighbour, Logistic Regression techniques. 

The result shows the Support Vector Machine algorithm give the best accuracy of 82.25%. 

Like previous studies, this study will also use logistic regression to predict lung cancer. But what makes the 

difference is that this study uses statistical methods and the dataset used is an imbalanced dataset, so care must 

be taken in forming the model, especially in the splitting stage of the dataset to train the model and evaluate/test 

the data. This research also not only provide the accuracy of the best model but also provide the mathematical 

model of the best model. 

B. Cancer 

Cancer is a disease that arises from the abnormal growth of body tissue cells that turn into cancer cells where 

cancer cells can be found in tumor growth that infiltrate the surrounding tissues. The tumor is a condition where 

abnormal growth of body cells occurs. Each of the cells that make up the human body's tissues contains genes 

that function in controlling the growth, development, or improvement in the body. During human life, there are 

times when some cells have to die, divide themselves or turn into certain forms. Some conditions cause the 

process to be disrupted and trigger old cells not to die when it is time. The non-dead cells will eventually 

accumulate and unite with the new cells that will form. The cell will then form a mass in which the pile is then 

called a tumor [8]. 
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There are two categories of tumors, namely benign tumors and malignant tumors. A benign tumor is a 

collection of cells that grow in only one part of the body. Also, this type of tumor generally does not spread or 

attack other parts of the body. Instead, malignant tumors are piles of cells that can attack surrounding tissues 

throughout the body. Malignant tumors can enter blood vessels or into other parts of the human body. The name 

also knows this type of tumor of cancer [1]. 

C. Logistic Regression  

Logistic regression is one of the multivariate analyses, which is useful for predicting variable dependents 

based on independent variables. Logistic regression is a type of regression that connects between one or more 

independent variables with dependent variables in the form of categories; usually 0 and 1. 

Logistic regression is a regression model used when the response variable is qualitative. A simple logistic 

regression model is a logistic regression model for one X-independent variable with a dichotomy Y-dependent 

variable. The variable value Y = 1 represents the presence of a characteristic and Y = 0 represents the absence 

of a characteristic [9]. 

Binary logistics regression is a statistical analysis technique used to analyze the relationship between one or 

more free changers and binary or dichotomous response changers [10]. Free change on logistic regression can 

be either a categorical scale change or a continuous-scale changer while the response change is a categorical 

scale changer. The free modifier is indicated by the vector x' =(x1,x2,...,xp) and the Y response modifier, where 

Y has two possible values of 0 and 1. The Y response change follows the Bernoulli distribution with the 

probability function: 

𝑓(𝑌 = 𝑦)  =  𝜋𝑦  (1 − 𝜋)1−𝑦  (1) 

 

where 𝜋 is the probability for 𝑦 = 1 occurs.   
 

 

If the Y response change amounts to n, the chances of each event are the same, and each event is free of each 

other with other events, then the Y response change will follow the Binomial spread. In the logit regression 

model, a connecting function is required that corresponds to the logit regression model. Logit transformation as 

a function of π(x) is stated as follows [11] : 

logit [π(x)] = g(x)=ln[ 
π(x)

1−π(x)
] (2) 

with linear predictor: 

g(x) = β0+β1x1+β2x2+...+βpxp 

p = number of free modifiers 

The logistic regression model formed by E(Y=1⋅x) as π(x) is as follows: 

π(x) = [ 
exp(g(x))

1+exp(g(x))
] (3) 

The logit transformation aims to create a linear function from its parameters. The g(x) is a linear function that 

the variables are defined in range (−∞. ∞) [9]. 
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III. RESEARCH METHOD 

A. System Flowchart  

The design of the system built and implemented in this study is the design of a prediction model using a static 

model (logistic regression). The flowchart can be seen in Figure 1. 

 

Fig. 1. Flowchart 

B. Input Data and Descriptive Data 

The input is the data of cancer patients as variables (Y) and factors that affect it as variables (X).  

 

The description of the number of cancer patients performed at this stage aims to analyze the data used by 

analyzing the number of data samples, the number of cancer survivors, and those who do not have cancer. 

C. Parameter Estimation and Significance Test 

To get an analysis, the first step is to look for the estimated value of the parameter β0,β1,β2,... βp to obtain a 

binary logistics regression model. At this stage, the process of elimination will be done by eliminating variables 

whose significance value is more than 0.05. Test the significance of independent variables (X) that affect 

dependent variables. The process will continue until the model formed does not contain insignificant variables. 

D. Best Model  

Determining the best model can be done by using the equation formula of the logistic regression model, such 

as: 

logit [π(x)] = g(x)=ln[ 
π(x)

1−π(x)
] (4) 
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E. Odds Ratio  

Determining the Odds Ratio value aims to find out how many risk factors compare to the incidence of cancer 

sufferers. The results were then compared between risk factors and non-risky factors. 

F. Probability  

To know the chances of incidence of cancer patients can be computed by using: 

Probability = 
1

1+exp[−𝑔(𝑥𝑖)]
 (5) 

 

G. Model Evaluation  

Evaluation of binary logistics regression models is based on calibration and discrimination. The obtained 

calibration value considered to be good when the p-value is greater than 0.05. The value of discrimination is 

obtained from the Receiver Operating Characteristic (ROC) test to obtain an Area Under the Curve (AUC) 

value. The AUC value is between 50% to 100%. The closer resulting value to 100%, then the better the value 

of discrimination. 

 

IV. RESULTS AND DISCUSSION 

A. Dataset  

The data used in this study was taken from one of the online repositories, data world[12], this is the data 

collection from the website of the online lung cancer prediction system equipped with feedback from users. The 

site has been implemented during the period of August 2013, since then many people have visited the site. 

The used dataset consists of 16 attributes and 309 rows of data. The attributes include 'GENDER', 'AGE', 

'SMOKING', 'YELLOW_FINGERS', 'ANXIETY', 'PEER_PRESSURE', 'CHRONIC DISEASE', 'FATIGUE', 

'ALLERGY', 'WHEEZING', 'ALCOHOL CONSUMING', 'COUGHING', 'SHORTNESS OF BREATH', 

'SWALLOWING DIFFICULTY', 'CHEST PAIN', and 'LUNG_CANCER'. Furthermore, preprocessing data is 

done only by checking missing values and it turns out there is no missing value in the dataset. 

The description of the number of tumor sufferers performed at this section aims to analyze the used data by 

observing the portion between the number of infected cancer and the number of uninfected cancers of overall 

number of datasets. The percentage composition of data can be seen in Fig. 2. 

 

Fig. 2. Descriptive Data 
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Based on Figure 2, it can be known that the number of infected cancer (value = 1) is 87.4% of 309 data or 

270 data. While the number of uninfected cancer (value = 0) is 12.6% of 309 data or 39 data. This indicates that 

the dataset is imbalanced.  

There are many techniques to deal with imbalanced classification problems for imbalanced data, such as 

resampling the training data and developing other versions of the existing machine learning algorithm for the 

case's specific use. The simplest way to improve the accuracy for an imbalanced dataset in implementing 

classification techniques using the linear logistic model is to optimize the threshold parameter. The threshold 

parameter can be understood as a tolerant probability of a single data classified between two classes. Data 

preparation aims to specify independent variables and dependent variables. The next step is to divide the dataset 

into data test and data train; wherein this work, the data test size is set to be 30% of overall data. 

B. Parameter Determination and Model Implementation 

In this step, the process of elimination is done by eliminating variables whose significance value is more than 

0.05. The process will continue until the model does not contain insignificant variables. The model used at this 

stage is logit because what will be done is the prediction of the probability of an event by matching the data on 

the logit function of the logistics curve. And this method is a common linear model used for binomial regression. 

TABLE I  

LOGIT REGRESSION RESULTS BEFORE ELIMINATION PROCESS 

 

As shown in Table.1, we focus on column P > |z| where the variables with significance value (p-value) are 

more than 0.05. The value of significance is the value of errors obtained during observation from statistical 

calculations [13]. After the elimination process, it can be seen in column P > |z| there is no variable with a 

significance value (p-value) greater than 0.05. 

Next is to add constants to get a mathematical model. After that, the odds ratio is calculated to determine how 

much the risk factor is compared to lung cancer incidence. Or, in other words, how much influence a variable 
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has on the incidence of lung cancer. After that, determine the model to be used where the model used is logistic 

regression using a default threshold of 0.5. Then do the training data and predict the target value. 

C. Result and Discussion 

After implementing the explained technique above, it is obtained the following results as shown in Table.2. 

TABLE II  

LOGIT REGRESSION RESULTS AFTER THE PROCESS OF ELIMINATION AND ADDED CONSTANTS 

 

As shown in Table.2, the fitting data using the logit model with the optimization method to find the model's 

coefficients used Maximum Likelihood Estimation (MLE). MLE is a method of estimating parameters that 

maximize the likelihood function [14]. Next, Table 2 focuses on the 'coef' column where this column is the 

coefficients obtained for each independent variable so that the best model can be written with the following 

mathematical model. 

logit(P) = -3.29 + 0.01 x Age + 1.93 x ChronicDisease + 1.73 x Fatigue + 3.04 x Coughing + 

                    3.48 x Swallowing Difficulty 

After obtaining mathematical equations, then calculating the odds ratio to determine how much influence a 

variable has on the incidence of people living with lung cancer, and received the following results as shown in 

Table.3. 
TABLE III  

ODDS RATIO AFTER THE ELIMINATION PROCESS AND ADDED CONSTANTS (LOGIT MODEL) 

 

As shown in Table.3, it can be seen that the factors that affect a person who has lung cancer are sorted from 

the most at risk, such as difficulty swallowing, coughing, chronic diseases, fatigue, and age. 
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After applying the model using a threshold of 0.5, which obtained an accuracy of 87.7%, then the ROC curve 

is determined in Figure 3 to identify how good the model is through statistical analysis. 

 
Fig. 3. ROC Curve – Logit Model 

Based on Figure 3, the model obtained can be said to be a good model because in statistical analysis, the 

closer the ROC curve on the Y(0,1) line, the better the model. The ROC curve is a graphical representation of 

the relationship between sensitivity and 1-specificity. In medical research, the ROC curve is widely used to 

describe optimal diagnostic accuracy [15]. The AUC value obtained is 0.90 or 90%, whereas in statistical 

analysis, the AUC is usually used to get a discriminatory value. The closer the resulting value to 100%, the 

better the value of discrimination. 

After applying the model, the next is to calculate each threshold's accuracy to know the comparison of 

accuracy values resulting from each threshold value shown in Figure 4. 

 
Fig. 4. Graph of Logit Threshold Values 

Based on Figure 4, each threshold's accuracy is quite consistent before there is a significant decrease in 

accuracy value from the range of values 0.7-0.9. Threshold values with the top highest accuracy are obtained 

from the threshold 0.3, 0.4, and 0.6 with an accuracy value of 88.3%. The computation use threshold of 0.6 that 

is experimentally returning the highest accuracy, 88.3%.  
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In this experiment, two conditions were used: the first condition on parameter determination using the logit 

model and the second condition on parameter determination using GLM (Generalized Linear Model) model. 

Where in the second condition, this GLM model is used as a comparison. The results as shown in Table.4. 

 
TABLE IV  

GENERALIZED LINEAR MODEL REGRESSION RESULTS BEFORE THE ELIMINATION PROCESS 

 

As shown in Table.4, we can know that the model used is GLM, and the method used is Iteratively 

Reweighted Least Square (IRLS). The IRLS method of weight is always recalculated on each optimization so 

that the overall analysis results are not affected by small data [16]. We focus on column P > |z| where we have 

to eliminate variables with a significance value (p-value) of more than 0.05. So the variables that need to be 

eliminated are gender, anxiety, peer pressure, chronic disease, wheezing, shortness of breath, and chest pain. 

The results of the Generalized Linear Model Regression Results after the elimination process and added 

constants as shown in Table.5.  
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TABLE V 

GENERALIZED LINEAR MODEL REGRESSION RESULTS AFTER THE ELIMINATION PROCESS AND ADDED CONSTANTS 

 

As shown in Table.5, it can be known that the factors that affect a person with lung cancer are age, smoking 

habits, yellow nails, fatigue, allergies, alcohol consumption, cough, and difficulty swallowing. When compared 

to Table 2, there are only 3 factors that are the same such as age, cough, and difficulty swallowing. 

After applying the model using a threshold of 0.5 which obtains an accuracy of 0.90 or 90%, the ROC curve 

is obtained as follows that can be seen in Figure 5. 

 
Fig. 5. ROC Curve – GLM Model 

Based on Figure 5 it can be known that the model obtained can be said to be better than the previous model 

(Figure 6) because the AUC value obtained is 0.94 or 94% while the AUC value in the previous model is 0.90 

or 90% where the resulting value is closer to 100% the better the value of discrimination. This indicates that the 

value of discrimination on the GLM model is better than the value of discrimination on the logit model. 
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Next is to try to calculate the accuracy of each threshold to know the comparison of accuracy values resulting 

from each threshold value. The results can be seen in Figure 6. 

 
Fig. 6. Graph of GLM Threshold Values 

Based on Figure 6, it can be known that the threshold value with the highest accuracy is 0.6 with an accuracy 

value of 92.5% The comparison of parameter determination between the two conditions used is the first 

condition using the logit model and the second condition using the GLM (Generalized Linear Model) model. 

The logit model obtained an accuracy value of 88.3% while on GLM models obtained an accuracy value of 

92.5%, both are obtained from the threshold of 0.6. In the computation, the GLM increases the accuracy up to 

4.2%, so the selection of models for parameter determination is also quite important. 

 

V. CONCLUSION 

Lung cancer is one of the most common causes of cancer death worldwide. The main reason behind the 

increasing of deaths from it is detecting the disease lately and faults in effective treatment. The detection and 

classification of lung cancer can help to enhance patient survival by detecting lung cancer at an earlier stage. 

Designing and analyzing machine learning techniques such as the logistic linear model for the classification of 

lung cancer without computing textural data or morphology. The proposed approach can predict lung cancer in 

its early stages which helps the survivability rate of the patients. The research concludes the variables or factors 

that significantly affect a person with lung cancer, such as difficulty swallowing, cough, chronic diseases, 

fatigue, and age. Logistic linear regression models for early prediction of lung cancer patients based on 

symptoms, habits, and history of health diseases obtained an accuracy of 0.877 or 87.7% and an AUC value of 

90% by using a logit model on determining parameters and thresholds of 0.5 to see the likelihood that a person 

with a certain level of risk could have lung cancer. The selection of models for parameter determination and 

selecting thresholds used to get the best model is considered quite important because it affects the model's 

accuracy value. Hence, it is necessary to choose carefully. 
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