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Abstract 

Diabetes is a chronic disease that causes the most deaths in the world. This disease can cause long-

term complications that develop gradually, such as heart attacks, strokes, and problems with the 

kidneys, eyes, skin, and blood vessels. Therefore, early diagnosis of diabetes is crucial for patients 

to know their diabetes status. In this study, we designed a web-based application for diabetes 

diagnosis using Learning Vector Quantization (LVQ), which is an artificial neural network 

algorithm. The dataset from Kaggle's Diabetes Dataset contains eight attributes (pregnancy, glucose, 

blood pressure, insulin, skin thickness, BMI, diabetes lineage function, and age) and two classes 

(negative/healthy and positive/diabetes). The results show that the best accuracy is 73.1% with a 

learning rate of 0.001. These findings can help patients detect diabetes problems early. 

Keywords: Artificial neural network, Diabetes, Diagnosis, Learning Vector Quantization, Web-

based application

 

I. INTRODUCTION 

iabetes is a chronic disease that causes the most deaths in the world. In 2021, approximately 537 million 

people globally were living with diabetes, and this number is expected to reach 643 million in 2030 and 

783 million in 2045. In addition, the number of people in prediabetes in 2021 is estimated at around 541 million 

[2, 3]. Diabetes will appear gradually and not everyone will notice the symptoms in the early stages. Therefore, 

early diagnosis of diabetes is very important to prevent serious complications through appropriate treatment. 

Diabetes can be diagnosed with four types of test, namely, fasting plasma glucose test, plasma glucose test after 

two hours of administration of 75gr oral glucose or tolerance test, HbA1C test, and random plasma glucose test 

[4].  

The adoption of digital technologies in diabetes diagnostics by utilizing the abundance of data available to 

clinicians and researchers has been developed to revolutionize diabetes management and improve value in 

healthcare, such as artificial intelligence [5]. One branch of artificial intelligence is neural networks which work 

based on an architecture that resembles the human brain's neurons. Artificial neural networks can learn from 

data, generate a rule or operation and make predictions based on the input data. One of the algorithms used in 

artificial neural networks is Learning Vector Quantization (LVQ). 
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Many studies have been carried out to diagnose diabetes using the LVQ classification method. Sulaksono et 

al. (2013) used LVQ to classify the types of diabetes mellitus (DM), namely DM-type 1, DM-type 2, and 

negative DM, using 300 training data and 100 testing data. The constructed classification model was able to 

recognize DM-type 1, DM-type 2, and negative DM with an accuracy of 87.8%, 93.3%, and 76.4%, 

respectively. DM classification based on the prognosis of DM-type 2 has also been introduced by Aliyanti et 

al. (2020), with accuracy over 90%. In this study, a dataset consisting of eight attributes will be classified into 

two classes, namely negative diabetes (healthy) and positive diabetes, using LVQ. Furthermore, a web 

application based on this classification model was developed to detect diabetes early which is user-friendly and 

easy to use. Early diagnosis of diabetes is important to allow treatment can be commenced earlier, helping to 

slow the risk of complications. 

 

II. LITERATURE REVIEW 

Learning Vector Quantization (LVQ) are widely used for classification and diagnosis of diabetes. Here are 

some noTABLE examples. The weight vector optimization approach using a genetic algorithm (GA) to improve 

LVQ results in classifying diabetes patients has been introduced in [8]. There are seven attributes consist of 268 

people affected by DM and 500 people unaffected by DM taken from Pima Indians Database. The attributes are 

the number of time pregnant, plasma glucose concentrate, diastolic blood pressure, the thickness of triceps skin 

folds, body weight, DM genealogical history and age. Their results show GA increase the level of LVQ 

sensitivity. In [7], detection of DM-type 2 was divided into two stages. The first stage is identifying person with 

DM-type 2 dan non-DM-type 2. If the data is detected as a person with type 2 DM, the classification process 

continues to predict the prognostic status, whether the person has metabolic syndrome or not. The accuracy of 

the classification results for stages 1 and 2 was 96.67% and 92.5%, respectively. Putri et al. (2019) proposed 

diabetes classification with Chi-Square for feature selection using Kaggle database. Using LVQ, the study 

achieved the highest accuracy on training data of 80% and 90%. Using the same database as [9], Ster and 

Dobnikar (1996) obtained an accuracy of 75.80%. 

 

III. RESEARCH METHOD 

This study consists of two main stages: first, constructing a diabetes classification model; and second, 

developing a web-based application to determine whether a patient has diabetes. Here, the diabetes dataset was 

taken from the Kaggle dataset website [1]. This dataset has 796 data consisting of eight attributes, namely 

number of times pregnant (pregnancies), plasma glucose concentration a 2-hours in an oral glucose tolerance 

test (glucose), diastolic blood pressure (blood pressure), triceps skin fold thickness (skin thickness), 2-hour 

serum insulin (insulin), body mass index (BMI), diabetes pedigree function, and age.  

The research flow diagram in the first stage can be seen in Fig. 1. Several steps taken in data preprocessing 

are as follows: 

1. Data transformation by changing categorical data into numerical data. 

2. Balancing the dataset, because the amount of data for diabetes suffered and healthy is not balanced. 

3. Normalize data using the formula in Eq. (1). 

𝑣′ =
𝑣 − 𝑚𝑖𝑛(𝑣)

𝑚𝑎𝑥(𝑣) − 𝑚𝑖𝑛(𝑣)
 (1) 

In this study, classification prediction will be done using a Learning Vector Quantization (LVQ) algorithm 

to classify negative diabetes (healthy) and positive diabetes. Several scenarios are carried out by dividing the 

percentage of the dataset into training data and test data. 
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Fig. 1. Flow diagram for diabetes classification using LVQ. 

Learning Vector Quantization (LVQ) is an artificial neural network algorithm with a supervised learning 

method [11]. The LVQ classifier technique uses training data with the desired information class to classify the 

data [12]. The LVQ algorithm in the training stage is given in [13]. The flowchart of LVQ is shown in Fig. 2. 

 

 

Fig. 2. Flowchart of LVQ algorithm. 

In the second stage, the application of diabetes based on website is created using Visual Studio Code (VSC) 

software with Java script, CSS, and HTML as programming languages. Visual Studio Code is an open sources 
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application for editing code designed by Microsoft and compatible with Windows, Limec and MacOS operating 

systems. This application provides convenience in writing code for various types of programming, such as C++, 

C, Java, Python, PHP, GO. VSC also has a feature that allows automatic recognition of programming languages 

and provides different color highlighting according to the function in the code. 

 

IV. RESULTS AND DISCUSSION 

 

In this section, we present the performance of Learning Vector Quantization (LVQ) over the datasets. 

Classification results with several scenarios for dividing training and testing data can be seen in TABLE 1. The 

highest accuracy, that is, 73.1%, can be achieved by using ratio training data 80% and testing data 20% with a 

learning rate 𝛼 = 0.001. Here, adding more training data tends to improve accuracy. The simulation results 

show that the smaller the learning rate value, the better the accuracy. 

The findings in TABLE 1 indicate that different learning rates do significantly affect the performance of the 

classification model. However, several studies have discussed that learning rate is critical for achieving good 

performance in neural network optimization [14-17]. The work of Wilson & Martinez [17] has even discussed 

how to efficiently select a learning rate that maximizes generalization accuracy and how to decide when the 

learning rate is small enough to produce maximum generalization accuracy. 

Furthermore, the trained LVQ model is used in the web-based application. Here, we designed the user 

interface of a web-based application for diabetes diagnosis with an easy-to-use interface, as shown in Fig. 3. 

Users only need to fill in the available input data. This application takes information from eight attributes as its 

main input. By pressing the "submit" button, the user will get an output that diagnoses whether the user has 

diabetes or non-diabetes (healthy). 

  

(a) 

  

(b) 

Fig. 3. Web-based application for diabetes diagnostic measurements: (a) user interface for providing input and (b) user interface showing 

output. 
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TABLE I 

CLASSIFICATION RESULTS. 

Training-Testing 

Ratio (%) 

Accuracy (%) 

𝜶 = 𝟎. 𝟎𝟎𝟏 𝜶 = 𝟎. 𝟎𝟏 𝜶 = 𝟎. 𝟎𝟓 𝜶 = 𝟎. 𝟏 𝜶 = 𝟎. 𝟓 

20:80 70.1 65.5 68.1 69.5 65.5 

20.1:79.9 70.3 67.7 67.7 70.3 65.8 

30:70 70.4 67.3 67.3 67.1 62.1 

40:60 68.7 68.4 64.8 64.9 61.8 

50:50 70 69.5 65.3 66.9 62.2 

60:40 72.2 69.6 65 65.9 62 

70:30 71.7 70.8 67.6 67.5 64.8 

80:20 73.1 72 68.9 68.6 65.3 

90:10 72.8 71.6 68.3 66.8 65.7 

 

V. CONCLUSION 

This work is done to develop diabetes diagnostic measurement by using Learning Vector Quantization (LVQ) 

algorithm. We obtained a recognition rate of 73.1% with a learning rate of 0.001. Based on the trained LVQ 

model’s, a web-based application is designed, in a user-friendly way, to make diagnosis whether the user is 

healthy or diabetes. Early diagnosis of diabetes allows a person to receive effective treatment, as the disease may 

be in its initial stages, thereby delaying disease progression and reducing the risk of complications. 
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