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Abstract 

The prediction problem in most research is the main goal, to estimate future events related 

to the field under study. Research on classification that involves the prediction process in 

it, with spatial-time data and influenced by many features, such as the problem of disease 

spread, climate change, regional planning, environment, economic growth, requires 

methods that can predict while solving the problem of features and time. To obtain a time-

based classification prediction model using many features, this research uses machine 

learning methods, one of which is Artificial Neural Network (ANN). The scenario carried 

out is to develop a 𝑡 + 𝑟 classification prediction model by expanding features based on 

the time 𝑡 − 𝑟 of the previous period. The performance of feature expansion in the 

development of ANN classification prediction models is determined based on the optimal 

accuracy value of the combination of 𝑡 − 𝑟 classification prediction models for the 

previous time period. By implementing the model on the data, it is found that the 

performance of time-based feature expansion in ANN classification ranges from 3.5% to 

11%. While the optimal accuracy value is obtained from the feature expansion scenario of 

3 to 5 time periods earlier. 
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I. INTRODUCTION 

FORECASTING has always been a benchmark in decision-making and planning in various fields. The 

uncertainty of future events is interesting and challenging to study, both individually and in groups by 

minimizing risk and maximizing utility  [1].  Prediction is one of the methods in the field of statistics used to 
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study future behaviour. Predictive modelling solutions include data mining technology that analysis historical 

and current data to generate future models. Machine learning involves computational methods that learn from 

complex data to build a variety of prediction, classification, and evaluation models [2]. 
Research involving future predictions is being involved in a variety of areas such as pandemic diseases 

such as Covid-19 [3] and DBD [4], climate [5], rainfall [6]–[8], air quality index [2], [9], [10], social, 

environmental, urban planning, and others with time-based spatial data [11]. Predictive models are not only 

limited to numerical predictions, but also can be extended to classification results. To solve some problems e.g. 

the spread of diseases, floods, air pollution, unemployment, forest fires, disasters and development of a region 

for some time to come, some practical information are needed in the form of level classifications. 

The use of machine learning methods and regression analysis for prediction of spatial-time data 

classification has already been explored in some research e.g., [11]–[15] [3] [4] [5] [6]. However, in this 

research the classification process and the classification prediction process for the future use different methods. 

The classification process uses machine learning, the prediction process uses a linear regression model with 

time as the independent variable. For instance, the study in [13] uses ANN and linear regression to predict 

climate for the next 100 years, and [14] uses Random Forest and linear regression in cases of Covid-19 for 6 

days ahead, whereas [11] applies ANN, wavelet method and linear regression for predicting rainfall. Based on 

these research studies, ANN emerge as the only deep learning method among various other techniques 

employed. According to [16], [17], Deep Learning is a sub-part of Machine Learning that can represent data on 

learning that has multiple layers, making it more meaningful. 

Based on the research above, there is still the possibility of developing a predictive classification model based 

on spatial-time data. Consequently, a specific scenario is required to integrate the prediction process with the 

classification process. The research idea to be developed is to expand features based on previous time to find a 

classification model some time before. The model is used to predict future classifications. The classification 

method used is ANN, where ANN is one of the classification methods in Deep Learning which is a continuation 

of research from the previous period. In this research, we develop a time-based ANN architecture, a time-based 

feature expansion matrix, a time-based feature expansion ANN model, and measure the performance of the 

model when implemented on several datasets. The contribution of this research is the development of a time-

based classification prediction model using one of the ANN classification methods. 

 

II. LITERATURE REVIEW 

A. Prediction  

Predictive models are essential in various applications fields such as health, business, climate, transportation 

[18]. The predictive problem in most research is the primary objective; it can predict future events related to 

the field being studied. Most of the predictive methods are found in statistical approaches, and typically,  

predictions are based on time and space. Predictions can also be implemented with machine learning 

approaches, to solve a variety of structured and unstructured data problems, not limited to regression, clustering, 

classification, and prediction [19]. 

B. Artificial Neural Network (ANN) 

ANN consists of cells which connected to a system is a computational model based on the biological nerve 

structure of the brain, where each link has a numerical weight, which concludes the importance of the link. 

Perceptron is the most important and widely developed model of neural tissue studied in the last six decades 

[20]. Perceptrons are the simplest form of nerve tissue consisting of a single neuron with an adjustable weight 

and bias (can change values). Perceptron receives input signals from examples of training data, with given 
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weights, and combined in a linear equation called activation. The single-layer perceptron, introduced by 

Rosenblatt in 1958, is one of the earliest and simplest models of neural networks [20]. 

To overcome the limitations that cannot be separated linearly, one can extend SLP to layered structures, such 

as MLP [20]. Perceptron multilayer (MLP) backpropagation, also called multi-layer advanced feed nerve 

network. MLP is based on supervised procedures, i.e. a network builds models based on examples in data with 

known outputs.  The MLP consists of three layers (input, hidden, and output) with neurons and processing units.  

All neurons of one layer are fully connected to the neurons in the adjacent layer. This connection is represented 

as the weight (connection intensity) in the computational process. The number of neurons in the input layer 

depends on the number of free variables in the model, whereas the number of neurons in the output layer is 

equal to the number and number of dependent variables, with the number or number of output neurons being 

single or multiple [21]. 

Multilayer perceptrons are the most commonly used type of nerve tissue. Signals are transmitted in a one-

way network that is from input to output, there is a loop, where the output of each neuron does not affect the 

neuron itself. Such architecture is called a forward feed, which is not directly connected to the environment 

called a hidden layer.  The introduction of several layers is determined by the need to increase the complexity 

of the decision area [22]. The steps in MLP are forward passes, loss crossings, and backward passes. In forward 

pass, the input is forwarded to the model by multiplying each by weight and adding bias. The output of the 𝑗 

neuron on the hidden layer can be described by the following formula: 

𝑧𝑗 = ∅ℎ (∑ 𝑤𝑖𝑗𝑥𝑖 + 𝑏𝑗

𝑛

𝑖=1

) (1) 

 

As for the value of 𝑧𝑗 used to find the output model. The output of the 𝑘-neuron on the output layer can be 

described by the formula as follows: 

𝑦𝑘 = ∅𝑜 (∑ 𝑣𝑗𝑘𝑧𝑗 + 𝑏𝑘

𝑚

𝑗=1

) (2) 

 

Based on equations (1) and (2), Fig. 1. is an architecture of the MLP. 

 

Fig. 1.  The architecture on the MLP. 

𝑥𝑖 : neuron 𝑖𝑡ℎ on input layer, 𝑖 = 1, 2, 3, … , 𝑛 

𝑧𝑗 : neuron 𝑗𝑡ℎ pada hidden layer, 𝑗 = 1, 2, 3, … , 𝑚 
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𝑦𝑘  : neuon 𝑘𝑡ℎ pada output layer, 𝑘 = 1, 2, 3, … , 𝑠 

𝑤𝑖𝑗  : weight of neuron 𝑖𝑡ℎ on the input layer and neuron 𝑗𝑡ℎ on hidden layer 

𝑣𝑗𝑘 : weight of  neuron 𝑗𝑡ℎ on a hidden layer and neuron 𝑘𝑡ℎ on output layer 

𝑏𝑗  : bias on 𝑧𝑗 

𝑏𝑘  : bias on 𝑦𝑘  

∅ℎ  : activation function on the hidden layer 

∅𝑜  : activation function on the output layer 

 

C. Feature Expansion 

Feature engineering techniques such as feature extraction, feature selection, and feature extension are often 

applied to classifications [23]. Feature extraction is the process of selecting the best feature subset from the 

overall feature set, whereas feature extension combines additional features from input data, which combines 

different relationships between the original features of two objects. The objective is to expand the original 

vector or form a new feature, which is associated with the distance of each data sample to the number of 

centroids found by the clustering algorithm. The feature extension approach to the problem of one-dimensional 

(1-D) time series data classification is the lowest proposed by [24]. The feature extended includes temporal 

characteristics, frequencies, and statistics. The results showed that the proposed extension of the feature could 

improve the accuracy of classification, compared to using conventional machine learning. Feature expansion 

allows classification to consider several dimensions that are inadequate for low-dimensional data. Feature 

expansion works by taking a feature on the original data and doing something with or on the feature, then adding 

additional dimensions, to see if there is an improvement in the accuracy of the hyperplane resulting [25]. In 

feature expansion, it is possible to use linear classification on some data by creating new features in a new 

dimension. 

III. RESEARCH METHOD 

The research phase of the development of the prediction model of Artificial Neural Network with time-based 

feature expansion begins the process of developing the design of the feature extension based on previous 𝑡 − 𝑟 

time and development of ANN model Time-Based Feature Expansion. After that, an experiment is carried out 

which is the implementation of the ANN time-based features expansion model on some data.  

A. Data Matrix Design with Feature Expansion   

The Feature Expansion Process is based on the modeling of predictions of classification based on time. The 

idea of this study is to determine a predictive model of classification for future 𝑡 + 𝑟 using the best result of a 

combination of previous 𝑡 − 𝑟 models. Based on this idea, a classification model with a 𝑦𝑡  class target can be 

developed based on the previous 𝑡 − 𝑟 features. Table I shows the spatial-time matrix and Table II shows the 

expansion of the matrices for designing a model for predicting future 𝑡 + 𝑟 classifications based on previous 

𝑡 − 𝑟 features. 

TABLE I 

DATA  SET MATRIX 

Class Target 𝑦𝑡−𝑟  𝑦𝑡−𝑟−1 … 𝑦𝑡−2 𝑦𝑡−1 𝑦𝑡 

Features 

𝑥1(𝑡−𝑟) 𝑥1(𝑡−𝑟−1)  𝑥1(𝑡−2) 𝑥1(𝑡−1) 𝑥1(𝑡) 

𝑥2(𝑡−𝑟) 𝑥2(𝑡−𝑟−1)  𝑥2(𝑡−2) 𝑥2(𝑡−1) 𝑥2(𝑡) 

… …  … … … 

𝑥(𝑛−1)(𝑡−𝑟) 𝑥(𝑛−1)(𝑡−𝑟−1)  𝑥(𝑛−1)(𝑡−2) 𝑥(𝑛−1)(𝑡−1) 𝑥(𝑛−1)(𝑡) 

𝑥𝑛 (𝑡−𝑟) 𝑥𝑛(𝑡−𝑟−1)  𝑥𝑛 (𝑡−2) 𝑥𝑛(𝑡−1) 𝑥𝑛(𝑡) 
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TABLE II 

TIME-BASED FEATURE EXPANSION DATA  SET MATRIX 

Time Prediction 𝑡 + 𝑟 … 𝑡 + 𝑟 − 1 𝑡 + 1 
Class 𝑦𝑡  𝑦𝑡 𝑦𝑡 

Features 

𝑥1(𝑡−1)  𝑥1(𝑡−𝑟) 𝑥1(𝑡−𝑟−1) 

…  … … 

𝑥𝑛(𝑡−1)  𝑥𝑛(𝑡−𝑟) 𝑥𝑛(𝑡−𝑟−1) 

𝑥1(𝑡−2)  𝑥1(𝑡−𝑟−1)  

…  …  

𝑥𝑛(𝑡−2)  𝑥𝑛(𝑡−𝑟−1)  

…    

𝑥1(𝑡−𝑟)    

…    

𝑥𝑛(𝑡−𝑟)    

 

B. Design of  Feature Expansion Model For ANN  

This model is an ANN development by expanding the input layer based on time. It is expected to be used to 

predict the classification model in the future. This research will develop ANN Multilayer Perceptron with time-

based input layer expansion. Based on equations (1), (2), and the design of the data matrix in Table II, then the 

process of development of the architecture and model of the ANN Time-Based Feature Expansion is described 

in Fig. 2 and the equations (3) to (13) of the MPL Architecture on the image, developed on the basis of  Fig. 2 

with an expansion on the input layer part based on 𝑡 − 𝑟 previous time. 

 

Fig 2. Network structure of MLP with Feature Expansion 
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Based on the architecture in Fig. 2, on the MLP ANN Time-Based Feature Expansion, the stages performed 

the extension process to all stages of forward pass, loss calculation, and backward pass. Analog to equations 

(1) and (2), the input layer is expanded by time, by multiplying each by the weight and added by the bias, then 

the output of the j-neuron on the hidden layer can be developed into the formula as follows. 

𝑧𝑗 = ∅ℎ(∑ 𝑤𝑖𝑡−𝑟𝑗𝑥𝑖𝑡−𝑟
+ 𝑏𝑗

𝑛
𝑖=1 )  (3) 

The first layer input at the time before the 𝑡 − 𝑟 period is 𝑥(𝑡−𝑟)𝑖 meets a strong stationary process, where the 

joint distribution of 𝑥𝑡1
 , 𝑥𝑡2

 , …, 𝑥𝑡𝑛
 with 𝑥𝑡1−𝑟

 , 𝑥𝑡2−𝑟
 , …, 𝑥𝑡𝑛−𝑟

 is the same for all 𝑡 and 𝑡 − 𝑟. The value of 

𝑧𝑗 is used to find the output model. The output of the 𝑠-th neuron on the outputs layer can be described by the 

following formula:  

𝑦𝑘𝑡
= ∅𝑜(∑ 𝑣𝑗𝑘𝑡

∅ℎ(∑ 𝑤𝑖𝑡−𝑟𝑗𝑥𝑖𝑡−𝑟
+ 𝑏𝑗

𝑛
𝑖=1 ) + 𝑏𝑘𝑡

𝑚
𝑗=1 )   (4) 

Then the weight is updated for each neuron continuously on the loss calculation, therefore the output value 

approaches the target value. Evaluation of error values is done by calculating the gradient of the loss function. 

Equation (5) is an error function calculated with the concept of the square number of errors. 

𝐸 = ∑
1

2
 (𝑐𝑘𝑡

− 𝑦𝑘𝑡
)

2𝑠
𝑘=1    (5) 

Using the equation (4), then the error function can be written as follows 

𝐸 = ∑
1

2
 (𝑐𝑘𝑡

− ∅ℎ  (∑ 𝑣𝑗𝑘𝑡
 ∅ℎ(∑ 𝑤𝑖𝑡−𝑟𝑗𝑥𝑖𝑡−𝑟

+ 𝑏𝑗
𝑛
𝑖=1 ) + 𝑏𝑘𝑡

𝑚
𝑗=1 ))

2
𝑠
𝑘=1    (6) 

 
𝐸 : The error function 
𝑐𝑡𝑘

 : The 𝑘𝑡ℎ target  at 𝑡  period 

𝑦𝑡𝑘
 : The 𝑘𝑡ℎ output  at 𝑡  period  

 

Further, on the backward pass, the weight correction is performed on both the hidden layer and the output layer, 

using errors obtained from the second stage with backpropagation. The requirement for the use of 

backpropagation is that the activation function must be nonlinear and deductible. To meet these requirements, 

the following logistical or sigmoid functions are used: 

𝜑(𝑧) =
1

1 + 𝑒−𝑧
 (7) 

 

When the function φ(z) is the derivative form of 𝑧, then obtained 

𝑑𝜑(𝑧)

𝑑𝑧
= 𝜑(𝑧)(1 − 𝜑(𝑧)) 

 
(8) 

Then the magnitude of the change in weight is 

∆𝑣𝑗𝑡𝑘
= −𝜂 

𝜕𝐸

𝜕𝑣𝑗𝑘𝑡

   (9) 

∆𝑣𝑗𝑡𝑘
  : The change in weight 

𝜂  : The learning rate 
𝜕𝐸

𝜕𝑣𝑗𝑘𝑡

  : The partial derivative of the error function with respect to 𝑣𝑗𝑘𝑡
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Using a chain rule, the partial resultant of an error function against the weight can be written as follows: 

𝜕𝐸

𝜕𝑣𝑗𝑘𝑡

=
𝜕𝐸

𝜕𝑢𝑘𝑡
𝑜  

𝜕𝑢𝑘𝑡
𝑜

𝜕𝑣𝑗𝑘𝑡

    (10) 

By using the equation  𝑢𝑡𝑘

𝑜 = ∑ 𝑣𝑗𝑘𝑡
 𝑧𝑗 + 𝑏𝑘𝑡

𝑚
𝑗=1   and   

𝜕𝑢𝑘𝑡
𝑜

𝜕𝑣𝑗𝑘𝑡

=
𝜕(∑ 𝑣𝑗𝑘𝑡  𝑧𝑗+𝑏𝑘𝑡

𝑚
𝑗=1 )

𝜕𝑣𝑗𝑘𝑡

= 𝑧𝑗  

Then  
𝜕𝐸

𝜕𝑢𝑘𝑡
𝑜  can be written as 

𝜕𝐸

𝜕𝑢𝑘𝑡
𝑜 =  −𝜙𝑜(𝑢𝑘𝑡

𝑜 ) (𝑐𝑘𝑡
− 𝑦𝑘𝑡

)    (11) 

By using the equation (11), then the magnitude of the weight changes as follows 

𝛥𝑣𝑗𝑘𝑡
= 𝜂𝜙𝑜

′ (𝑢𝑘𝑡

𝑜 ) (𝑐𝑘𝑡
− 𝑦𝑘𝑡

)𝑧𝑗     (12) 

 

The new weight update can be written by 

𝑣𝑗𝑘𝑡

𝑟+1 = 𝑣𝑗𝑘𝑡

𝑟 + 𝛥𝑣𝑗𝑘𝑡
= 𝑣𝑗𝑘𝑡

𝑟 + 𝜂𝜙𝑜
′ (𝑢𝑘𝑡

𝑜 ) (𝑐𝑘𝑡
− 𝑦𝑘𝑡

)𝑧𝑗     (13) 

Where 𝜙𝑜
′   is a derivative of the activation function, and it becomes a requirement when using backpropagation. 

C. Experiments   

In the experiment, the ANN time-based feature expansion method was implemented on data sets of rainfall, 

air quality index, and number of Covid-19 cases. Table III and Table IV describe the description and features 

of the three data sets. Meanwhile, Fig. 3. is a distribution plot of several features from the Covid-19 data set. 

TABLE III 

DATA  SET  DESCRIPTION 

Data Set Record Features Model Period 

Rainfall 4032 6 Day and Month 

Air Quality Index 270 6 Day 

Covid-19 Cases 2700 22 Month 
 

TABLE IV 

FEATURES  DESCRIPTION 

Data Set Features 

Rainfall The average temperature (°C), the humidity percentage (%), rainfall (mm), 

sunlight (hours), average wind speed (m/s), and wind direction (°) 

Air Quality Index Pollutant content of  SO2, NO2, CO, PM10, PM25, and O3 

Covid-19 Cases 

Number of male, number of female, amount of rainfall (%), solar radiation (0C), 

the average temperature (0C), the maximum temperature (0C), the minimum 

temperature (0C), number of people not in school, number of people in 

elementary school, number of people with elementary school graduates, 

number of people with junior high school graduates, number of people with 

high school graduates, number of people with 1 year diplomas, number of  2 

year diploma graduates, number of 3 year diploma graduates, number of 

Undergraduate,   number of master graduates, number of doctoral graduates, 

proportion of the first dose of vaccine (%),the proportion of the second dose of 

vaccine (%), proportion of the third dose of vaccine (%),proportion of 

adherence to wearing a mask (%),proportion of adherence to physical 

distancing (%)  
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Fig 3. Distribution of Covid-19 Data Features 

Table V, Table VI, and Table VII explain the target class labeling for each data. The rainfall data set consists 

of 6 classes, the Covid-19 data set consists of  3 classes, and the Air Quality Index data set consists of  5 classes.  

TABLE V 

RAINFALL DATA SET CLASS LABELING 

Class Range Label 

Cloudy RR < 0 0 

Light Rain 0 ≤  RR < 20 1 

Moderate Rain 20 ≤  RR < 50 2 

Heavy Rain 50 ≤ RR < 100 3 

Very Heavy Rain 100 ≤ RR < 150 4 

Extreme Rain IR ≥ 150 5 

TABLE VI 

COVID-19 DATA SET CLASS LABELING 

Class Range Label 

Low Cases < 218 0 

Medium 218 ≤ Cases < 419 1 

High Cases ≥ 419 2 

 

TABLE VII 

AIR QUALITY INDEX DATA SET CLASS LABELING 

Class Range Label 

Good 0 ≤ ISPU < 51 0 

Medium 51 ≤ ISPU < 101 1 

Unhealthy 101 ≤ ISPU < 200 2 

Very Unhealthy 200 ≤ ISPU < 300 3 

Harmful 300 ≤ ISPU  4 
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After the target class labelling process of each data, a feature extension is carried out to develop a 

classification model based on the previous period of time, using the model design in Table IV. Then the ANN 

Time-Based Feature Expansion classification process is implemented with the equation (3) to (13). From the 

combination of classification models that have already been selected, the best features with the best accuracy 

have been chosen as the model for prediction of future 𝑡 + 𝑟 classifications.  

D)  Evaluation 

Evaluation of the performance of implementing time-based feature expansion in ANN for developing 

classification prediction models, based on classification accuracy values. This accuracy is a measure that 

describes the system's performance in producing correct predictions. The calculation of classification accuracy 

in this study uses a multiclass confusion matrix because the number of target classes is more than two. The 

multi-class confusion matrix is described in Table VIII, which has dimensions 𝑁𝑥𝑁, where 𝑁 is the number of 

different class labels  𝐶1, 𝐶2, … , 𝐶𝑁. The analysis is only focused on certain classes and can be carried out based 

on the characterization described in Table VIII. Equation (18) is a formula for calculating classification accuracy 

based on a multiclass confusion matrix [26]. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
∑ 𝑇𝑃(𝐶𝑖)𝑁

𝑖=1

∑ ∑ 𝐶𝑖,𝑗
𝑁
𝑗=1

𝑁
𝑖=1

𝑥100%    (18) 

 

  TABLE VII 

MULTICLASS CLASSIFICATION PROBLEM CONFUSION MATRIX  

  Predicted Class 

  𝐶1 𝐶2 … 𝐶𝑁 

True 

Class 

𝐶1 𝐶1,1 𝐹𝑃 … 𝐶1,𝑁 

𝐶2 𝐹𝑁 𝑇𝑃 … 𝐹𝑁 

… … … …  

𝐶𝑁 𝐶𝑁,1 𝐹𝑃 … 𝐶𝑁,𝑁 

 

 
IV. RESULTS AND DISCUSSION 

A. Results 

In this section, the results of the implementation and testing of the ANN Time-Based Feature Expansion 

classification model will be described based on the 𝑡 − 𝑟 time of the previous three data sets. 

TABLE VIII 

PERFORMANCE OF THE RAINFALL CLASSIFICATION PREDICTION MODEL FOR THE PREVIOUS  2-6 MONTHS PERIOD  

Model 

Prediction 

Model 

Combination 

Target Prediction  

(month) 

Accuracy (%) 

 

2 months 

before 

A 03/22 83.51 

B 02/22 75.00 

C 01/22 86.55 

D 12/21 70.39 

 E   12/21, 01/22, 02/22, 03/22 72.38 

 

3 months 

before 

A 03/22 79.37 

B 02/22 84.49 

C 01/22 85.66 

D 12/21 73.06 

E 12/21, 01/22, 02/22, 03/22 76.09 
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Model 

Prediction  

Model 

Combination 

Target Prediction  

(month) 

Accuracy (%) 

4 months 

before 

A 03/22 78.49 

B 02/22 82.55 

C 01/22 84.70 

D 12/21 75.60 

E 12/21, 01/22,02/22, 03/22 76.91 

5 months 

before 

A 03/22 78.49 

B 02/22 86.73 

C 01/22 89.17 

D 12/21 80.35 

E 12/21, 01/22,02/22, 03/22 80.60 

6 months 

before 

A 03/22 81.39 

B 02/22 84.78 

C 01/22 87.91 

D 12/21 78.45 

E 12/21, 01/22,02/22, 03/22 82.11 
 

TABLE IX 

PERFORMANCE  OF  THE PREDICTION MODEL FOR CLASSIFICATION  OF  COVID-19  IN THE  PREVIOUS 2-5 MONTHS PERIOD  

Model 

Prediction  

Model 

Combination 

Target Prediction  

(month) 

Accuracy (%) 

 

2 months 

before 

A 01/22 81 

B 02/22 70 

C 03/22 68 

D 04/22 73 

 

3 months 

before 

A 01/22 72 

B 02/22 73 

C 03/22 70 

D 04/22 92 

4 months 

before 

A 01/22 83 

B 02/22 71 

C 03/22 69 

D 04/22 90 

5 months 

before 

A 01/22 77 

B 02/22 71 

C 03/22 72 

D 04/22 63 
 

TABLE IX 

PERFORMANCE OF THE RAINFALL CLASSIFICATION PREDICTION MODEL FOR THE PREVIOUS  3-7  DAYS PERIOD 

Model 

Prediction  

Model 

Combination 

Target Prediction  

(date/month/year) 

Accuracy (%) 

 

3 days 

before 

A 30/03/22 78.04 

B 29/03/22 75.36 

C 28/03/22 80.03 

D 27/03/21 74.97 

 

4 days 

before 

A 30/03/22 78.13 

B 29/03/22 75.43 

C 28/03/22 79.91 

D 27/03/21 74.94 

5 days 

before 

A 30/03/22 77.94 

B 29/03/22 75.33 

C 28/03/22 80.64 

D 27/03/21 74.41 
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Model 

Prediction  

Model 

Combination 

Target Prediction  

(date/month/year) 

Accuracy (%) 

6 days 

before 

A 30/03/22 78.62 

B 29/03/22 75.88 

C 28/03/22 81.10 

D 27/03/21 74.21 

7 days 

before 

A 30/03/22 77.99 

B 29/03/22 75.13 

C 28/03/22 80.14 

D 27/03/21 75.10 
 

TABLE XI 

PERFORMANCE OF THE AIR QUALITY INDEX  CLASSIFICATION PREDICTION MODEL IN  THE PREVIOUS  5 AND 7  DAY  PERIOD 

Model 

Prediction  

Model 

Combination 

Target Prediction  

(date/month/year) 

Accuracy (%) 

 

5 days 

before 

A 24/06/20 59.75 

B 25/06/20 54.06 

C 26/06/20 25.60 

D 27/06/20 26.01 

 

7 days 

before 

A 24/06/20 57.47 

B 25/06/20 55.74 

C 26/06/20 28.16 

D 27/06/20 29.31 

Based on Table VIII to Table XI, we can obtain models with the best accuracy as predictive classification 

models for some future time ahead. Table XII contains models used for classification predictions with a 

significant feature combination. 

TABLE XII 

OPTIMAL ACCURACY VALUE OF CLASSIFICATION PREDICTION MODEL 

Data Set Prediction Period The Best Model Accuracy (%) 

Rainfall 

Months 

2C 86.55 

3C 85.66 

4C 84.70 

5C 89.17 

6C 87.91 

Days 

3C 80.03 

4C 79.91 

5C 80.64 

6C 81.10 

7C 80.14 

Air Quality Index  Days 
5A 59.75 

7A 57.47 

Covid-19 Months 

2A 81 

3D 92 

4D 90 

5A 77 
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B. Discussion 

 

This section discusses and analyzes the implementation of the ANN time-based Feature Expansion 

development. The data used are the data set of rainfall, air quality index, and the number of cases of covid-19 

that have been shown in the table and pictures in the results and evaluation section. The tables and images that 

have already been displayed in the outcomes and evaluations section show that ANN's time-based feature 

expansion method can be implemented to build a predictive model of classification based on time. Table VIII 

and Table X show that the accuracy patterns of feature selection results in the ANN Time-Based Feature 

Expansion method show an increase and a decrease in the combination of models in each period of time. For 

the monthly period, the prediction accuracy range is from 9.1% to 16.16%. In contrast, for the daily period the 

predicted accurate range ranges from 4.97% to 6.89%. In Table XII it is shown that the time-based feature 

expansion of the ANN method increases the accuracy of 4.47% in the month prediction model and 1.09% in 

the daily predicting model. Similarly, in Table IX, the precision patterns of the Covid-19 data set, the month-

based prediction precision range is 13% to 22%, with the impact of the time-based feature extension of 11% 

from the two-month model to the three-month model. Meanwhile, the larger monthly model drops not 

significantly.  

The implementation of the ANN Time-Based Feature Expansion for the Air Quality Index data set is shown 

in Table XI. The accuracy range for each daily prediction period was 29.31% to 34.15%, with the highest 

accuracy only reaching 59.75%. Similarly, the impact of the feature expansion based on the daily time of the 

air quality index has been reduced by 2.28%. This is influenced by the amount of data that is too small to make 

a time-based feature expansion  [27]. The accuracy of the prediction model using the ANN Time-Based Features 

Expansion combines all features of all years and records, never exceeding the most accurate model. It is 

consistent with [28] which states that the larger number of feature dimensions will lead to imbalances in the 

classification results. Based on the results, it can be demonstrated that the combination scenario of all features 

and the addition of records has no significant effect on increasing the accuracy. 

The highest accuracy value of each model presented in Table XII indicates that the addition of features 

affects the optimum precision of each data set. On data sets of rainfall based on monthly classification forecast 

scenarios, the optimal precision is obtained when a feature extension was performed five years earlier. When a 

feature was extended two, three and four years earlier, the precision drops steadily to 1.85% and rises quite 

significantly by 4.47% when the amount of feature expansion is increased to five years before. The optimum 

accuracy in Table XII is 89.17% higher than the accuracy without the feature extended, which is 86.65% [29]. 

As for the development of the daily classification prediction model, the optimum accuracy is obtained when the 

feature extension was performed six days earlier, but the increase is not too significant, namely 0.46%. In the 

daily Air Quality Index data set classification forecast model, optimum precision is achieved 59.75% of the 

previous five days' feature expansion. The optimal precision of the monthly classification model prediction on 

the Covid-19 data set is achievable when the features are expanded three or four months earlier, with a fairly 

significant increase of 9% to 11%. Based on the size of the optimal exactitude improvement, the greatest 

improvement occurs in the COVID-19 data sets, which can reach 11%. The optimal accurate value in Table XII 

is 92% higher than the non-functional precision value of 71.21% [30]. Thus, on big data with a lot of features 

by doing an extension of 𝑡 − 𝑟 features previously, then you will get a choice of combination of many features 

with a high accuracy. 

V. CONCLUSION 

Time-based feature expansion method can be used to build a classification prediction model for the future. 

The classification prediction model is obtained by building a classification model through the expansion of the 

previous time 𝑡 − 𝑟 features with the target class 𝑡 + 𝑟. Time-Based Feature Expansion implemented on 

Rainfall and Covid-19 data sets with ANN classification is proven to increase the accuracy value of the model. 

While the performance of Time-Based Feature Expansion on data sets with too little data, features and time 



 
SRI SURYANI PRASETIYOWATI ET AL.: 
PERFORMANCE OF TIME-BASED FEATURE EXPANSION IN DEVELOPING ANN CLASSIFICATION PREDICTION MODELS … 

174 

 

 

periods, has not been optimal in increasing the accuracy value. By implementing the model on the data, it is 

found that the performance of time-based feature expansion in ANN classification ranges from 3.5% to 11%. 

The optimal accuracy value is obtained from the feature expansion scenario of 3 to 5 time periods earlier. Future 

work focuses on the application of Time-Based Feature Expansion to other classification methods, performance 

comparison with the LSTM method, and implementation of data sets that have been used by other studies. 
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