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Abstract 

Customer satisfaction can be created through a well-crafted service quality strategy, which forms 

the cornerstone of a successful business-customer relationship. Establishing and nurturing these 

relationships with customers is vital for long-term success. Within the airline industry, a persistent 

challenge lies in enhancing the passenger experience during flights, necessitating a comprehensive 

understanding of customer demands. Addressing this challenge is crucial for airlines aspiring to 

thrive in a competitive landscape, thus underlining the significance of providing top-notch services. 

This study addresses this issue by leveraging predictive airline customer satisfaction data analysis. 

We forecast customer satisfaction levels using a powerful Extreme Gradient Boosting (XGBoost) 

ensemble-based model. An integral aspect of our methodology involves handling missing values in 

the dataset, for which we utilize mean-value imputation. Furthermore, we introduce a novel logistic 

Pearson Gini (Log-PG) score to identify the factors that significantly influence airline customer 

satisfaction. In our predictive model, we achieved notable results, showing an accuracy and 

precision of 0.96. To ascertain the efficiency of our model, we conducted a comparative analysis 

with other boosting-type ensemble prediction models, such as gradient boosting and adaptive 

boosting (AdaBoost). The comparative assessment established the superiority of the XGBoost 

model in predicting airline customer satisfaction. The findings of this research have substantial 

implications and offer invaluable insights into enhancing airline customer satisfaction. Airlines can 

tailor their services to align with customer expectations by understanding customer contentment 

factors, ultimately fostering stronger relationships and enduring success in the industry. 

Keywords: XGBoost, Prediction, Airline Customer, Missing Value 

 

I. INTRODUCTION 

MPROVING the quality of in-flight services drives an airline's success [1]. Examples of existing services 

are in-flight food service, punctuality, friendliness of the flight attendants, cleanliness, and comfort of the 

airplane seats. One way to improve service quality is to assess the satisfaction of travel passengers. Customer 

satisfaction can bring a high level of loyalty for airlines so that it will be profitable for airlines [2],[3]. Several 

previous studies in the aviation industry have tried to classify the effect of service quality [4]. Several other 

studies address airline customer satisfaction using artificial intelligence models, such as deep and ensemble 

learning [5]–[7]. K. Hulliyah et al. [1] used several classification models such as k-nearest neighbor (KNN), 

Logistic Regression, Gaussian Naïve Bayes (NB), Decision Trees, and Random Forests. Eboli et al. [8], in their 

paper, used the logistic regression model which showed that several service aspects did not significantly affect 
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passenger satisfaction. W. Baswardono et al. [9], in their research, conducted a comparative analysis of the 

C4.5 algorithm and random forest for the classification of aircraft customer satisfaction. Ouf et al. [10] 

researched to improve classification results on airline customer satisfaction data using a deep neural network 

(DNN) with Adam optimization parameters. Several other classification models are used as comparisons, such 

as Random Forest, Support Vector Machine (SVM), and artificial neural network (ANN). Tan et al. [11] 

discussed predicting airline customer satisfaction levels using the bidirectional-long short-term memory 

(LSTM) model. Ezmaeilzadeh et al. [12] predicted factors using the nonlinear SVM model. Sankaranarayanan 

et al. analyzed airline customer satisfaction data for future predictions using the logistic model tree model [13]. 

Jiang, Xuchu, et al. discussed identifying the most important factors in airline customer satisfaction data using 

a recursive feature elimination (RFE) model based on random forest [14].  

On the other hand, boosting-type ensemble methods are also an effective method on prediction cases. 

Abdurohman et al. [15] proved that extreme gradient boosting (XGBoost) performs better than autoregression-

integrated moving average (ARIMA) on electricity load forecasting when handling sequential dataset with 

dynamic trend, while performing better than LSTM with limited dataset. Fauzan et al. [16] proved that adaptive 

boosting (AdaBoost), together with principal component analysis (PCA) can provide a low-bias and low-

dimensional solution on sentiment analysis. Pane, et al. [17] proved that gradient boosting can predict 

department store sales based on department and holiday information better than other regression methods. There 

is a research opportunity to apply boosting-type ensemble methods on predicting airline customer satisfaction. 

In addition, this study will take advantage of the gap with previous research, namely that there is still no one 

who carried out the selection feature using the Log-PG technique. The research aim of our research is to apply 

XGBoost to predict airline customer satisfaction. The XGBoost model is used because it has been proven in 

several previous studies to be robust for prediction cases. This research starts from the availability of airline 

customer satisfaction datasets. The dataset is then processed to detect whether it has a missing value. If it does, 

it is replaced using statistical techniques. After the data has no missing value, we identify the features in the 

dataset that have an effect and do not have an effect, then look at the correlation between features. Predictions 

are made using the XGBoost model. Finally, we measure the performance of the prediction model. 

Based on the presentation of previous research problems related to measuring airlines customer satisfaction, 

the scientific contributions to this research are: 

1. A computationally efficient airline customer satisfaction dataset that is compressed using a validated 

random sampling method. 

2. Log-PG, a novel feature selection model that can identify what factors are most influential in increasing 

customer satisfaction using a combination of PCC and Gini score. 

3. A solution that can predict airline customer satisfaction using the XGBoost model. 

 

II. LITERATURE REVIEW 

K. Hulliyah et al. [1] conducted study to examine the aviation industry's rivalry and the elements that 

contribute to its success. This study used several classification models such as k-nearest neighbor (KNN), 

Logistic Regression, Gaussian Naïve Bayes (NB), Decision Trees, and Random Forests. The results of this 

study indicate that the Random Forest model produces the highest accuracy. The paper found that Wi-Fi Service 

is important for customer satisfaction. Eboli et al. [8], in their paper, aimed to provide a tool to measure aircraft 

passenger satisfaction and identify service aspects available at the terminal to offer services that are 

characterized by the best quality. The logistic regression model showed that several service aspects such as 

personnel assistance, airport appearance, airport directions, toilets in the terminal, availability, and frequency 

of arrivals, and connecting buses did not significantly affect passenger satisfaction. 
Moreover, W. Baswardono et al. [9], in their research, conducted a comparative analysis of the C4.5 

algorithm and random forest for the classification of aircraft customer satisfaction. The best results obtained by 

the C4.5 algorithm were 92.83%. However, the difference with the random forest algorithm was only 0.01%. 

Ouf et al. [10] researched to improve classification results on airline customer satisfaction data using a DNN 

with Adam optimization parameters. In that study, the dataset quality used should have been addressed. Several 
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other classification models are used as comparisons, such as random forest, SVM, and ANN. The results 

obtained by the proposed method are superior to the comparison method, with an accuracy of 99.3%. Tan et al. 

[11] discussed predicting airline customer satisfaction levels using the bidirectional-LSTM (bi-LSTM) model. 

This research also identified what factors can increase customer satisfaction. The results obtained with the 

proposed model were 91.27%. 

Furthermore, Ezmaeilzadeh et al. [12] examined one of the factors in measuring airline customer satisfaction, 

namely flight departure delay. This factor was predicted using the nonlinear SVM model. They conducted 

analytical data research to determine loyal customers to airlines using a modified multi-layer perceptron (MLP) 

model, which is a hybrid of several machine learning models [18]. Sankaranarayanan et al. [13] analyzed airline 

customer satisfaction data for future predictions using the logistic model tree model. Jiang, Xuchu, et al. [14] 

discussed identifying the most important factors in airline customer satisfaction data using a RFE model based 

on random forest. Even when the COVID-19 pandemic occurred, airline customer satisfaction was also 

observed [19]. Using AdaBoost as an airline passenger satisfaction prediction model is a research opportunity. 

Several studies have proven that boosting-type ensemble learning performs better than other machine learning 

methods in certain cases. Abdurohman et al. [15] proved that XGBoost performs better than ARIMA on 

electricity load forecasting when handling sequential datasets with dynamic trends while performing better than 

LSTM with limited datasets. Fauzan et al. [16] showed that AdaBoost, together with PCA, can provide a low-

bias and low-dimensional solution for sentiment analysis. Pane et al. [17] researched that gradient boosting 

could predict department store sales better based on department and holiday information than other regression 

methods. There is a research opportunity to apply boosting-type ensemble methods to predict airline customer 

satisfaction. 

Some studies use random sampling in satisfaction surveys for reasons such as computation efficiency. 

Gopinath et al. [20] took 100 survey data from nurses with proportionate random sampling in a hospital case 

study of employee satisfaction. Prasetya et al. [21] applied random sampling in an online questionnaire to a 

case study of student satisfaction with e-learning during COVID-19. In their next study, Gopinath et al. [22] 

used stratified purposive random sampling to collect 250 respondents in a survey to find a link between job 

involvement and job satisfaction. Recent research by Gopinath et al. [23] used random sampling to collect 10% 

of the survey respondents looking for a relationship between organizational commitment and job satisfaction. 

Using random sampling in airline customer satisfaction prediction for computational efficiency is a research 

opportunity. 

TABLE 1. 

RELATED WORKS ON AIRLINE CUSTOMER SATISFACTION SURVEY PREDICTION 

Ref. Airline 

Customer 

Satisfaction 

Random 

Sampling 

Feature 

Selection 

Boosting 

Ensemble 

Prediction 

[1] Yes No Yes No 

[8] Yes No No No 

[9] Yes No No No 

[10] Yes No Yes No 

[12] Yes No No No 

[13] Yes No No No 

[14] Yes No Yes No 

[15] No No No Yes 

[16] No No No Yes 

[17] No No No Yes 

[20] No Yes No No 

[21] No Yes No No 

[22] No Yes No No 

[23] No Yes No No 

Proposed 

Method 
Yes Yes Yes Yes 

 

The problem of missing values is a common problem in a data set. Several other studies also have this problem 

in the data used, such as medical datasets [24], [25], Meteorology, Climatology, and Geophysical Agency 



INTL. JOURNAL ON ICT VOL. 9, NO.2, DEC 2023 123 

 

 

(BMKG) [26], network intrusion [27], and ideal customers [28]. The techniques applied to this problem vary, 

such as statistics (mean and median) and machine learning (naïve Bayes and KNN) [29], [30]. Table 1 shows a 

comparison of state-of-the-art papers while highlighting the contributions of our research. In Table 1 

comparison with the same features on dataset. 

 

III. RESEARCH METHOD 

Seen in Error! Reference source not found. is the research method used. This research starts from the 

availability of airline customer satisfaction datasets. The dataset is then processed to detect whether it has a 

missing value. If it does, it will be replaced using statistical techniques. After the data has no missing value, we 

identify the features in the dataset that have an effect and do not have an effect, then look at the correlation 

between features. Predictions are made using the AdaBoost model. Finally, we measure the performance of the 

prediction model. 

 

Fig. 1 Proposed Methodology Process 

A. Airline Customer Satisfaction Dataset with Missing Values and Feature Identification 

The airlines' passenger satisfaction dataset used in this study comes from the Kaggle repository. The dataset 

consists of 22 features and 25976 rows. In the dataset, there are categorical variables such as gender (female or 

male), type of customer (loyal or disloyal), type of travel (personal or business), class from airlines (business, 

economy, economy plus), and satisfaction (yes or no). The dataset we use is not imbalanced. Detailed 

characteristics related to datasets with numeric features can be seen in Table 2. The data used shows that the 

data collection technique used is a survey. It can be seen from the min and max values as a range. 

Our dataset consists of demographics and survey items. Demographic data is categorical, while survey items 

are ordinal. Demographic data can be valuable for predicting satisfaction. Therefore we convert demographic 

data into ordinal data using a label encoder [31]. 

Random sampling is used to take a subset of a larger dataset in an unbiased and random way [32]. Fig. 2 

shows the algorithm. X is our dataset, while Q is the desired number of samples. Proportion can also be used by 

using the proportion formula = Q/N. N is our dataset size. Vmin is the smallest number in random number 

generation. Vmax is the largest number in random number generation. Finally, X' is the dataset after random 

sampling. 

This study uses the mean model to replace the missing row value [33]. The choice of the mean technique in 

handling missing values is due to adjusting to the characteristics of the data used and the number of rows of 

missing values. The airline satisfaction dataset used has a missing value in the arrival delay feature of 83 lines. 

 



NUR GHANIAVIYANTO RAMADHAN ET AL. 

XGBOOST FOR PREDICTING AIRLINE CUSTOMER SATISFACTION … 

124 

 

 

 

 
Fig. 2. The random sampling algorithm. 

 

Identifying features of a set of datasets in the prediction process is an important step. Identifying correlations 

between features in the dataset can also lead to classification prediction accuracy results [34]. One way to 

identify correlations between features is to use heatmap visualization [35], [36]. This study uses a novel logistic 

Pearson Gini (Log-PG) score for feature selection. First we use the heatmap of Pearson correlation coefficient 

(PCC) to see the correlation between features in the dataset [37]. In addition, it uses the Gini score calculation 

to identify influential and non-influential factors. Lastly, we calculate the LPG formula to determine the feature 

selection [38]. The Equation 1 is the calculation of the novel Log-PG (l(p,g)) index: 

𝑙(𝑝, 𝑔) =
1

1 + 𝑒−(0.1 + 𝑝+0.2𝑔)
+  0.33 (1) 

where p is the absolute PCC score, while g is the Gini score. Scores lower than 1 are filtered. 

B. Boosting-Type Ensemble Prediction Model 

Boosting is a type of ensemble learning that makes weak learners a sequential series, where the weak learner 

after is an improvement from the previous weak learner [39]. The final decision of a booster is the aggregate of 

all these weak learners. We compared three types of boosting, namely XGBoost, AdaBoost, and gradient 

boosting. 

1) XGBoost: XGBoost is a gradient-type boost that fixes the previous weak learner by minimizing its loss 

using gradients and hessian [40]. Hessian is the second-order gradient used in the Newton-Raphson method 

TABLE 2. 

DATASET CHARACTERISTICS 

 Code Features Name Mean Stdev Min Max 

0 “Age” 39.6 15.13 7 85 

1 “Inflight Wi-Fi service” 2.72 1.33 0 5 

2 “Departure/Arrival service time convenient” 3.04 1.53 0 5 

3 “Ease of online booking” 2.75 1.41 0 5 

4 “Gate location” 2.97 1.28 1 5 

5 “Food and drink” 3.21 1.33 0 5 

6 “Online boarding” 3.25 1.35 0 5 

7 “Seat comfort” 3.44 1.32 1 5 

8 “Inflight entertainment” 3.35 1.33 0 5 

9 “On-board service” 3.38 1.28 0 5 

10 “Leg room service” 3.35 1.31 0 5 

11 “Baggage handling” 3.63 1.17 1 5 

12 “Check-in service” 3.31 1.26 1 5 

13 “Inflight service” 3.64 1.18 0 5 

14 “Cleanliness” 3.28 1.31 0 5 

15 “Departure delay in minutes” 14.3 37.42 0 5 

16 “Arrival delay in minutes” 14.74 37.5 0 5 

17 “Satisfaction” - - - - 
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[41]. [41].  

Fig. 3 show the algorithm, where x is the feature, y is the label, N is the number of data items, M is the number 

of weak learners, θ is a constant, L is the loss function, g is the gradient, h is the hessian, ϕ is the optimization 

function, Ω is regularization, αis the learning rate, and f(x) is prediction function. 
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Fig. 3. The XGBoost algorithm 

The XGBoost algorithm performs several processes such as: model initialization using a constant model of 

each feature, Second, creating a weak model which is able to predict errors from previous models. Third, it 

calculates the residual error between the predicted value of the previous model and the original value of the 

target. Fourth, rearrange training data and create new models. Fifth, combine models and iterate repeatedly until 

they produce significant results.  

2) Gradient Boosting: In contrast to AdaBoost, gradient boosting does not increase the weight of incorrectly 

predicted data. Instead, it applies gradient descent to the loss function so that the following weak learner loss 

function decreases according to the gradient descent [42]. Like XGBoost, gradient boosting aggregates all its 

weak learners, unlike AdaBoost, which does majority voting as the final step. Nevertheless, unlike XGBoost, 

gradient boosting does not take advantage of the hessian value of its loss function. 

How Gradient Boosting works in general is as follows [42]: The first step, the first weak model, is built on 

the data. The initial predictions produced may not be accurate. Then, the following model is built to correct the 

prediction errors made by the previous model. This new model is focused on data that still has prediction errors. 

This process is repeated by adding subsequent models until it reaches a predetermined number or when 

predictions are not significantly improved. 

The advantages of Gradient Boosting include its ability to produce accurate predictions, even from weak 

models, and its ability to handle complex and diverse data. One widespread implementation of Gradient 

Boosting is the XGBoost (eXtreme Gradient Boosting) algorithm, which has been successful in many fields, 

from data science to machine learning competitions. 
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3) AdaBoost: The AdaBoost model is used in this work to provide predictions. AdaBoost is a popular 

ensemble technique that creates a composite classifier before successively training the classifiers while 

emphasizing a specific pattern [43]. AdaBoost's central concept is to give each sample in the training set a 

weight [44]. 

Every sample in training set S is given the same weight 1/N at the beginning, which ensures that every sample 

has an equal probability of being chosen in the first step. It takes T rounds of basic training for learners using T 

separate training sample groups St, (t = 1, 2, ..., T), to generate the AdaBoost model. The function for calculating 

the weight of n observations in round t is designated by the symbol Dt(n). The value of Dt(n) is modified in 

accordance with how the observations were classified by the Ct classifier in each round after the learner 

construct Ct, which gives the Ft function to map x to {1, 1}, and the group training sample is then generated in 

the form of Dt on S by sample replacement. 

4) Performance Metrics: One sample T-test can be used to prove the representativeness of the new dataset 

from random sampling [45]. The result of the T-test is the value of the t-statistic (t) (Equation 2). 

𝑡 =
𝑥̅ − 𝜇

𝑠

√𝑄

 (2)
 

where 𝑥̅ is the sample mean, 𝜇 is the population mean, and s is the sample standard deviation. The degree of 

freedom (df) value is Q – 1 in the one sample t-test. The p-value is obtained from the t-table based on the t-

value and the df value. We use a value of 0.05 for the significance level (α). If the p-value < α, then H1 is 

accepted, alias the sample cannot represent the population. Conversely, when H0 is accepted, the sample can 

represent the population. 

We apply random sampling for more efficient computation. Knowing the time complexity of XGBoost is 

important to measure the performance of random sampling [46]. XGBoost has time complexity (T(t)) according 

to Equation 3. 

𝑇(𝑡) =  O(M. Q. F. log(Q)) (3) 

where M is the number of trees, Q is the number of samples, and F is the number of features. 

We test the performance of our prediction model using a confusion matrix [47]. TABLE 3 shows an 

illustration of a confusion matrix. The target of the confusion matrix is the accumulated true negative (TN) and 

true positive (TP) values. Large values accumulating on false negatives (FN) and false positives (FP) indicate 

that the prediction performance is not good. 

TABLE 3. 

CONFUSION MATRIX 

 Actual 

 Yes No 

Predicted 
Yes TP FP 

No FN TN 
 

Accuracy and precision are two metrics that can objectively measure the confusion matrix [48],[49]. The 

Equation 4 – 7 are used to calculate accuracy and precision: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
𝑥 100% (4) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
𝑥 100% (5) 
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𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹N
 ×  100% (6) 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =  2 ∙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ×  𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (7) 

In the case of predicting airline customer satisfaction, it is very important to ensure that the prediction model 

is balanced. If the model experiences overfitting, the consequences that can occur include poor generalization 

of new data, particularly when carrying out the next questionnaire. We calculate the four metrics above to 

prevent overfitting by applying k-fold cross-validation. We use k=3, dividing the data into 66.7% training and 

33.3% testing data. 

IV. RESULTS AND DISCUSSION 

A. Result 

The first result of the experiment is to handle the missing value. After that, we identify features that have an 

effect and do not have an effect using a heatmap and Gini score. We then conduct random sampling for 

computational efficiency. We use a sample fraction value of 20%, which means that the dataset is reduced from 

129,880 data items to 25,976 data items. We conduct the one-sample T-Test to prove that the null hypothesis 

or H0. If H0 is accepted, the conclusion is that our dataset sample statistically represents the dataset population. 

Table 4 Shows the one-sample T-Test results. All variables are representative based on the test results while the 

number of data items is acceptable for airline customer satisfaction prediction. 

In Table 4, we use the value α = 0.05. Seeing that the overall P-Value result exceeds the α value, then H0 is 

declared accepted. While the new dataset is acceptable, the original time complexity as mentioned in Eq. (8) is 

O(M. Q.F.log(Q)), whereas the new time complexity becomes O(M.(0.2Q).F.log(0.2Q)). We test and compare 

the two datasets training time. The original dataset has a training time of 19.95 seconds, whereas the new dataset 

has a training time of 2.68 seconds. Both of which have the same accuracy score: 0.96. 

Next, predictions are made using the proposed XGBoost model. Fig. 4 shows the confusion matrix value 

obtained by the XGBoost model. This study uses a dataset division of 70% for training and 30% for testing. 

The value of FP in the confusion matrix is 188, while FN is 131. Then the TP and TN values are 3200 and 4274, 

respectively. 

TABLE 4. 

RANDOM SAMPLING ONE-SAMPLE T-TEST FOR COMPUTATIONAL EFFICIENCY 

Name T-Stat P-Value H0 

“id” 0.968215 0.332946 Accepted 

“Gender” 0.990272 0.32205 Accepted 

“Customer Type” -0.45023 0.652546 Accepted 

“Age” -0.06563 0.947675 Accepted 

“Type of Travel” 0.463861 0.642751 Accepted 

“Class” -0.42021 0.674336 Accepted 

“Flight Distance” 1.086325 0.277345 Accepted 

“Inflight WI-FI service” 0.391214 0.695642 Accepted 

“Departure/Arrival time convenient” 1.413376 0.157557 Accepted 

“Ease of Online booking” 0.255183 0.798583 Accepted 

“Gate location” -0.68909 0.490773 Accepted 

“Food and drink” -0.18767 0.851133 Accepted 

“Online boarding” 0.869094 0.384804 Accepted 

“Seat comfort” 0.396061 0.692063 Accepted 
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“Inflight entertainment” 0.674591 0.499942 Accepted 

“On-board service” 1.113969 0.265303 Accepted 

“Leg room service” -0.71574 0.474159 Accepted 

“Baggage handling” 0.273272 0.784646 Accepted 

“Checking service” 1.032882 0.301669 Accepted 

“Inflight service” 1.03459 0.30087 Accepted 

“Cleanliness” -0.65666 0.511405 Accepted 

“Departure Delay in Minutes” -0.58837 0.556289 Accepted 

“Arrival Delay in Minutes” -0.6893 0.490641 Accepted 

“satisfaction” -0.44577 0.655768 Accepted 
 

 

 

Fig. 4. Confusion matrix of XGBoost prediction. 

 

Fig. 5 Boosting-type ensemble methods performance comparison 

TABLE 5. 

FEATURE SELECTION BASED ON THE NOVEL LOG-PG SCORE METHOD 
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Name 
PCC Gini Log-PG 

Score Selected Score Selected Score Selected 

“Gender” 
0.01 FALSE 0.01 FALSE 0.646192 FALSE 

“Customer Type” 
-0.19 FALSE 0.04 FALSE 0.689765 TRUE 

“Age” 0.15 FALSE 0.03 FALSE 0.679253 TRUE 

“Type of Travel” -0.45 FALSE 0.1 TRUE 0.748011 TRUE 

“Class” 
-0.45 FALSE 0.09 TRUE 0.748621 TRUE 

“Flight Distance” 
0.3 TRUE 0.04 FALSE 0.713677 TRUE 

“Inflight wifi 

service” 0.29 TRUE 0.14 TRUE 0.714821 TRUE 

“Departure/Arrival 

time convenient” -0.06 FALSE 0.02 FALSE 0.657979 FALSE 

“Ease of Online 

booking” 0.17 TRUE 0.04 FALSE 0.685189 TRUE 

“Gate location” 0 FALSE 0.02 FALSE 0.644934 FALSE 

“Food and drink” 
0.21 TRUE 0.01 FALSE 0.692579 TRUE 

“Online boarding” 
0.51 TRUE 0.17 TRUE 0.761763 TRUE 

“Seat comfort” 
0.35 TRUE 0.04 TRUE 0.724949 TRUE 

“Inflight 

entertainment” 0.39 TRUE 0.06 TRUE 0.734893 TRUE 

“On-board 

service” 0.32 TRUE 0.03 FALSE 0.718275 TRUE 

“Leg room 

service” 0.31 TRUE 0.04 FALSE 0.717135 TRUE 

“Baggage 

handling” 0.24 TRUE 0.02 FALSE 0.699879 TRUE 

“Checkin service” 0.23 TRUE 0.02 FALSE 0.698309 TRUE 

“Inflight service” 0.24 TRUE 0.02 FALSE 0.700646 TRUE 

“Cleanliness” 
0.3 TRUE 0.02 FALSE 0.714278 TRUE 

“Departure Delay 

in Minutes” -0.06 FALSE 0.01 FALSE 0.659279 FALSE 

“Arrival Delay in 

Minutes” -0.07 FALSE 0.01 FALSE 0.660646 FALSE 
 

 

Next, we tested the performance of XGBoost using accuracy, precision, recall, and f1-score. We used k-fold 

cross-validation with k=3 to check for the model's overfitting symptoms. To highlight the performance of 

XGBoost, we compared it with two other boosting models, gradient boosting and AdaBoost. Fig. 5 shows the 

comparison, wherein the figure XGBoost outperforms the other two models in accuracy, precision, recall, and 

f1-score, with values of 0.957, 0.958, 0.955, and 0.956, respectively. The several reasons of why XGBoost 

performs better is that XGBoost implements advanced regularization techniques like shrinkage (learning rate) 

and column subsampling, reducing overfitting by controlling model complexity more effectively than 

traditional gradient boosting or AdaBoost. XGBoost's ability to capture complex nonlinear relationships 

between features and target variables through its sophisticated tree-based ensemble approach allows it to extract 

more nuanced patterns from the data, potentially resulting in better predictive performance compared to simpler 

boosting methods like AdaBoost. 

We carry out calculations for PCC, Log-PG, and Gini on training data. The results obtained by visualizing 

the correlation between data features using a heatmap can be seen in Fig. 6. The correlation value search uses 

the PCC method. Comparisons are made only between two features which aims to find out whether the two 

features have a good or bad correlation. The five highest correlations between features are as follows: (1) "Ease 
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of Online booking" and "Inflight WI-FI service" with a correlation value of 0.71. (2) The correlation between 

the "Inflight entertainment" and "Cleanliness" features is 0.69. (3) The correlation between "Seat comfort" and 

"Cleanliness" features is 0.68. (4) The "Food and drink" and "Cleanliness" feature has a correlation value of 

0.66. (5) Lastly, the "Inflight entertainment" and "Food and drink" feature correlation is 0.62. 

 

Fig. 6. PCC matrix of airline customer satisfaction features. 

Next, the calculation of the Log-PG index from Equation (1) to determine the order of feature strength. Table 

4 is a visualization of feature sequences. The top five features that significantly impact customer satisfaction 

are "Online boarding," "Inflight Wi-Fi service," "Type of travel," "Class of travel," and "Inflight entertainment." 

Meanwhile, the five features that do not affect customer satisfaction are "Gender," "Departure delay in minutes," 

"Food and drink," "Arrival delay in minutes," and "Gate location." 

We again compared the performance of XGBoost by using it on some new feature sets selected by three 

methods: Log-PG, PCC, and Gini score. Fig. 7 shows the results. XGBoost with Log-PG does not degrade 

XGBoost performance before feature selection. On the other hand, applying feature selection with PCC and 

Gini scores reduces XGBoost's performance. XGBoost + PCC feature selection has the worst performance, with 

an accuracy of 0.790 and a precision of 0.793. Based on the results in Fig. 7, the proposed feature selection 
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technique is far superior to other traditional techniques. This causes Log-PG to produce high accuracy and 

precision because the approach used is a combination of statistical between logistic regression and Gini 

coefficient. Thus, Log-PG when identifying influential features is clearer and more accurate. 

 

Fig. 7. XGBoost performance with three different feature selection methods. 

B. Discussion 

Several studies have used random sampling in surveys, such as papers [20]–[23]. In this study, we apply 

random sampling with a fraction rate 0.2. The new dataset reduces the training time from 19.95 seconds to 2.68 

without reducing the prediction accuracy. The dataset has also been shown to be representative through the one-

sample t-test. Our research contribution is a new dataset for airline customer satisfaction prediction, which is 

computationally efficient. 

TABLE 6. 
PERFORMANCE COMPARISON OF METHODS FROM STATE-OF-THE-ART AND OUR PROPOSED METHOD 

Method Proposed in Accuracy Precision 

KNN [1], [14] 0.91 0.92 

Logistic 

regression 
[1], [8], [14] 

0.81 0.81 

Decision 

tree 
[1] 

0.93 0.93 

Random 

forest 

[1], [10], 

[14] 

0.95 0.95 

DNN [10] 0.92 0.92 

ANN [10] 0.89 0.90 

SVM [10], [12] 0.94 0.94 

Gaussian 

NB 
[14] 

0.84 0.84 

XGBoost Proposed 

Method 

0.96 0.96 

Research on airline customer satisfaction prediction already exists, such as [1], [8], [10], [12], [14]. However, 

these studies have not used boosting-type ensemble methods such as XGBoost, gradient boosting, and 

AdaBoost. In addition, these studies have not used the Kaggle questionnaire data for airline customer 

satisfaction. We reused the methods proposed in each research: KNN, logistic regression, decision tree, random 

forest, DNN, ANN, SVM, and Gaussian NB, on the Kaggle dataset. TABLE 6 compares the prediction methods 

from state-of-the-art research with our proposed method. Comparison done with previous studies by looking at 

the dataset used, the same dataset used derived from the online questionnaire. It shows that our proposed method 
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has superior performance. An interesting fact is that DNN, which leverages feature learning, shows better 

performance than ANN. The results could be a research opportunity to use stacked learning ensembles in the 

future to enhance the performance of our studies. 
Several studies have used airline customer satisfaction prediction using the Kaggle dataset, such as papers 

[9], [11], which use random forest and Bi-LSTM, respectively. Here we use XGBoost and get better 

performance. XGBoost can outperform other models due to its ability to handle complex data, flexibility in 

tunable parameters, and handling the possibility of overfitting. The comparison accuracy is 95.85% versus 

92.83% and 91.27%, respectively. TABLE 7 shows a direct comparison of the performance of our proposed 

method with state-of-the-art methods. Between boosting-type ensemble methods such as gradient boosting and 

AdaBoost, XGBoost is the method proven to increase the prediction performance of airline customer 

satisfaction based on a questionnaire. Our research contribution is an XGBoost model to apply predictions to 

airline customer satisfaction based on a questionnaire. 

TABLE 7 

COMPARISON WITH OTHER RESEARCH WITH KAGGLE AIRLINE 

CUSTOMER SATISFACTION DATASET 

 

Reference Model Accuracy (%) 

[9] Random forest 0.928 

[11] Bi-LSTM 0.913 

Proposed 

Method 
XGBoost 0.959 

Several studies have used feature selection as a part of the methodology in airline customer satisfaction 

prediction. Papers [1], [10] used the PCC score method, while paper [14] used the Gini score. In our research, 

we use Log-PG, a novel method combining PCC and Gini scores. Unlike the PCC and Gini scores, the results 

show that XGBoost's performance on the Log-PG result feature can be maintained. Our research contribution 

is a novel Log-PG method that combines PCC and Gini scores for feature selection in airline customer 

satisfaction prediction. The advantage of the novel Log-PG method is that it does not depend on data distribution 

and carefully considers interactions between features. 

V. CONCLUSION 

This study aims to predict airline customer satisfaction using the XGBoost model. In this study, the missing 

values are handled using mean imputation and determining what factors had and did not affect customer 

satisfaction results using the novel Log-PG score. The results show that the proposed model produced an 

accuracy of 0.96 and a precision of 0.96. The results are also compared with other models where the proposed 

model produces superior accuracy and precision. This study also identified the most influential factor, "Online 

boarding," while the factor with the least Log-PG score is "Gender." Based on the results obtained, this study 

aims to successfully predict airline customer satisfaction and determine the factors that influence customer 

satisfaction. XGBoost ensemble-based models are also superior to other models AdaBoost, DNN, NB, and 

Random Forest. This study also has better results than state-of-the-art research. In future research, it is possible 

to predict airline customer satisfaction using other meta-learning methods or stacked ensemble-based and deep 

learning-based model approaches. 
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