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Abstract 

In today's digital era, the process of facial recognition has a very big role. Face recognition has 

benefits for authentication and identification processes. The development of facial recognition 

research continues to be carried out with the aim of being able to get the right algorithm, more 

accurate, faster processing, to be able to recognize faces from various angles. In this study, a 

performance test was performed on the Convolutional Neural Network (CNN) algorithm with the 

AlexNet architecture, which is one of the deep learning algorithm developments for facial 

recognition. The research contribution is to provide the results of the AlexNet CNN architecture 

work in facial classification and recognition. AlexNet has 8 convolution layers so that it will not 

leave even the slightest feature of the object. The number of datasets used is 400 image data which 

is divided into 360 training image data and 40 test image data. The 400 data come from 4 classes of 

facial images that have been labeled with names and each classes have 100 images. The training 

process produces an accuracy of 100% and the testing process produces an accuracy of 95%. 
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I. INTRODUCTION 

T the moment, the process of facial recognition has a very big role. Face recognition has benefits for 

authentication and identification processes. In the authentication process, facial recognition is used by 

users to access devices/systems such as opening smartphones, accessing systems on laptops, and other benefits. 

Meanwhile, face identification is a combination of face detection and face recognition processes. Viola and 

Jones were the initial researchers who initiated the face detection algorithm and published their scientific work 

[1], [2]. There are many applications of this facial recognition process, including: 1) security systems (for 

example authentication when opening a smartphone screen), 2) security systems (for example  to search for 

missing persons and for accessing control/control rooms), 3) recognition systems (for example on social media), 

4) attendance system (for example in automatic attendance of employees or students at school by [3], [4], 

[5],[6]), 5) forensic systems (for example identification of corpses), and many other applications. Various face 

recognition problems include faces that are difficult to recognize when there is insufficient light, faces that are 

difficult to recognize when using accessories such as headscarves, and facial recognition angles. To overcome 
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these various facial recognition problems and to improve accuracy in facial recognition, the CNN algorithm is 

applied. The development of facial recognition research continues to date to be able to get the right algorithm, 

more accurate, faster processing, to be able to recognize faces deeper at various angles. 

Convolutional Neural Networks or known as CNN is one of the Multi-Layer Neural Network learning 

algorithms based on Deep Learning. The CNN algorithm is widely used in various applications because it has 

high accuracy and is an efficient algorithm to use. The advantage of the CNN Algorithm is that it can imitate 

image recognition systems such as the human visual cortex. This model can reduce several independent 

parameters and can handle deformation problems in the input image. CNN is very useful in image classification 

and recognition. CNN has various types of constituent architectures such as AlexNet, Visual Geometry Group 

(VGG) 16, VGG19, Residual Network (ResNet)50, ResNet101, GoogleNet, Inception-V3, InceptionResNetV2, 

and Squeezenet. Each architecture has its advantages and disadvantages. In the case flower image classification 

research, the performance of the Resnet architecture produces higher accuracy than the AlexNet architecture. 

This is because Resnet froze the top 2 layers so that it gets more effective results [7]. In the case of the American 

Sign Language recognition classification, the LeNet architecture obtains higher accuracy than the AlexNet 

architecture [8]. The advantages of AlexNet architecture are AlexNet has a network that is quite complex so it 

is possible for AlexNet to be able to work properly and have high accuracy in recognizing faces through images. 

In this research, the researcher wants to develop a facial recognition algorithm using CNN with AlexNet 

architecture. In addition, this study also aims to determine the performance of the CNN algorithm that uses the 

AlexNet architecture in the facial recognition process which is measured based on the parameters of accuracy 

and sensitivity (recall). The research contribution is to provide the results of the AlexNet CNN architecture 

work in facial classification and recognition. 

 

II. LITERATURE REVIEW 

The CNN algorithm that will be applied in this study has an AlexNet structure. AlexNet is one of the 

convolution structures on CNN which has 8 layers/layers consisting of 5 convolution layers and 3 fully 

connected layers, and allows for a more detailed classification process. This AlexNet has a network pre-training 

process, which is trained on more than one million images of the ImageNet database [9]. 

The convolution technique is a technique used for image quality improvement and softening. The convolution 

process is the sum of the multiplication of each kernel with each point in the input function. Image processing 

is a form of processing an image with numerical processing of an image. In this case, the process is performed 

on each pixel or point of an image. In this case, the researcher uses the CNN AlexNet algorithm, because 

AlexNet has a more detailed structure. AlexNet has won the competition from its competitor LeNet because 

AlexNet has a more detailed architecture and has a lower error rate than LeNet. Previous studies using Alexnet 

CNN as the main algorithm include Alexnet being used to detect pathological brains in MRI images. In this 

study resulted in an accuracy of 100% [10]. Then Alexnet CNN is also used for fundus image classification to 

classify the severity of Diabetic Retinopathy (DR). This study obtained an accuracy of 96.6% [11]. From 

previous studies, the Alexnet architecture produces high accuracy, so this becomes our reference for conducting 

research on the performance of the Alexnet CNN architecture on facial recognition. This research is expected 

to produce a fairly high accuracy. 

Other research related to facial identification and recognition and using Deep Learning-based algorithms, 

among others, was carried out by [12] is to create a system called Retina Face Mask, a mask detection tool using 

the ResNet and MobileNet architectures as the main algorithms for deep learning. Where in each image will be 

trained to have a comparison of each of the results. The results showed that ResNet had a recall/sensitivity of 

94% higher than MobileNet which only reached 89%. But the drawback of ResNet is that it requires large 

resources, especially for using a graphics card from a PC to conduct data training. 

Other research by [13], [14] used the Raspberry Pi as the main processor for facial image detection. In this 

study using Raspberry Pi 3 B+ and Arduino [15],[16]. The system used to perform facial image recognition 

uses the Haar Cascade Classifier which is implemented in the OpenCV library. While the facial pattern 

recognition method uses the PCA (Principal Component Analysist) and LDA (Linear Discriminant Analysis) 

methods. The drawback of his research is that it only detects facial conditions and still cannot detect faces using 

masks.  
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Next research by [17] is to use CNN in facial recognition. In his research, the system is able to recognize 

faces with accuracy values of around 81%, 72%, 69% which are differentiated based on the shooting distance. 

Of course, this accuracy value can still be improved by utilizing other algorithms. 

  

III. RESEARCH METHOD 

This study implements the AlexNet-architectured CNN (Convolutional Neural Network) algorithm which 

works on the MATLAB programming platform version 2021a. This MATLAB version has been made easier 

by the Deep Learning Toolbox. In this program, it consists of a training program that will be used to train 

training image data and a testing program that will be used for test image data. Furthermore, the accuracy value 

is obtained by matching the training data with the test data. In addition, accuracy and sensitivity (recall) values 

are presented. These parameter values are used as an assessment of the performance of algorithm. 

A. Dataset 

The dataset used in this study is a facial image dataset of someone who has been recognized and taken directly 

by photographing it using a smartphone camera or laptop camera. As for the unknown group dataset, the data 

was obtained from the internet. Then the image data is collected in a database. In this study there were 4 classes, 

namely 3 classes of faces that were recognized and 1 class of faces that were not recognized. Each group of 

person's facial images has 100 image data so that 400 image data are obtained. Each class is divided into 90 

image data for the training process and 10 image data for testing. The face image used is limited to only the 

frontal face image. In one of the classes, there is an image of a woman's face wearing an accessory in the form 

of a headscarf/veil. For the unknown face class, it is a class that consists of other facial images that are 

categorized in the unknown person folder. This facial image is obtained from images of public figures' faces 

obtained from the internet [18]. The image data samples used in this study are shown in Fig. 1. Meanwhile, 

Table I shows the number of image class name datasets used. 

TABLE I 

CLASS NAME AND DATASET 

 

No Class Name 

 

Training 

Data 

Test Data 

1 Denny 90 10 

2 Abil 90 10 

3 Anggun 90 10 

4  (Unknown face) 90 10 

 

 
Denny 

 
Anggun 

 
Unknown  

Fig. 1 Sample datasets 

B. Method 

The algorithm used includes a training algorithm using the Convolutional Neural Network algorithm with the 

AlexNet architecture in MATLAB to obtain training accuracy. The training algorithm is shown in Fig. 2. Then 

Fig. 3 shows the test algorithm for testing the performance of the system. 
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Fig. 2 Training Algorithm Using AlexNet 
 

Fig. 3 Testing Algorithm Using AlexNet 

 

Fig. 2 shows the system training algorithm using CNN AlexNet. Stages, starting with entering a dataset in 

the form of facial images. In this case using 3 recognized face image classes and 1 unrecognized class. Each 

face category has 100 image data samples. A total of 90 image data from each face category were used as 

training data. Next, set the CNN AlexNet parameters in the form of the number of epochs, learning rate, and 

mini batch/batch size. The AlexNet configuration parameters are shown in Table III in detail. The results of the 

training are in the form of facial recognition features and obtaining training accuracy. 

Fig. 3 shows the stages of system testing. At this stage, the AlexNet algorithm parameters used for the test 

process are the same as the training parameters. The process that occurs at this stage is feature matching between 

the test data and the training data at the previous stage. The output of this system is in the form of name 

identification according to the facial image that is entered into the system. Then do the calculation of the 

accuracy value. 

 

C. AlexNet's CNN theorem 

AlexNet is the name given to the Convolutional Neural Network architecture designed by Alex Krizhevsky. 

AlexNet consists of 8 layers, namely 5 convolution layers and 3 fully connected layers. ReLu is activated at the 

end of each convolution layer. In the final layer there is softmax to determine the class distribution of detected 

objects. Sotfmax itself has more than 1000 distribution classes. Fig. 4 shows the architecture of AlexNet [19]. 

Fig. 5 shows the steps taken by AlexNet in processing image data [20]. 

 

D. Analysis Method 

At this stage, the performance measurement of the system is carried out. The performance parameters 

measured are shown in equations (1) to (2). The values of TP (True Positive), TN (True Negative), FP (False 

Positive), and FN (False Negative) are obtained from the confusion matrix table shown in Table II [21]. 
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Fig. 4. AlexNet architecture 

 
Fig. 5 AlexNet Work Stages 

 



INTL. JOURNAL ON ICT VOL. 9, NO.2, DEC 2023 71 

 

 

TABLE II 

CONFUSION MATRIX 

 

This Confusion Matrix determines the TP, TN, FP, and FN values from the training and testing processes. It 

can be seen in Figure 6 that TP shows the correct (positive) value/calculation occurs between the prediction and 

the actual condition. Meanwhile, TN has the right correlation (negative/opposite TP) between predictions and 

actual (actual) conditions. Then FN and FP are prediction errors that do not correspond to actual conditions. 

Based on the confusion matrix table, then the accuracy and sensitivity values are calculated as system 

performance value parameters shown in equations (1) and (2). 

𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁
𝑥 100% 

(1) 

𝑺𝒆𝒏𝒔𝒊𝒕𝒊𝒗𝒊𝒕𝒚/𝒓𝒆𝒄𝒂𝒍𝒍 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
𝑥 100% 

(2) 

  

IV. RESULTS AND DISCUSSION 

The training process is carried out 4 times with different combinations of AlexNet parameters. The combined 

parameters include (Epoch, Learning Rate, Mini Batch) to get the highest accuracy value. The highest accuracy 

value was obtained with the following parameters. 

 
TABLE III 

ALEXNET PARAMETER COMBINATION DURING THE TRAINING PROCESS 

 
Training 

Test ID 

Max 

Epoch 

Learning Rate Mini 

Batch 

Time Accuracy 

Train1 5 0.0001 8 55 seconds 95% 

Train2 5 0.0001 10 55 seconds 100% 

Train3 6 0.0001 10 1 minutes, 11 seconds 100% 

Train4 6 0.0001 8 1 minutes, 28 seconds 95% 

 

From Table III, the highest accuracy value and fast learning time were obtained in the second experiment, 

namely ID Train2. This ID has parameters Max epoch 5, Learning Rate 0.0001, Mini Batch 10, and has the 

fastest learning time of around 55 seconds. One of the most important hyperparameters is the batch size (Mini 

batch), which is the number of images used to train one pass forward and backward [22]. In this study, higher 

batch sizes result in higher accuracy than lower batch sizes. 

The training process with ID Train2 is shown in Fig. 6. Then, the best training result network is stored and 

reused in the testing process. The testing process is carried out by calling the network resulting from previous 

training to identify the person's name from the test image. Fig. 7 shows the results of the network test in the test 

images. Fig. 7a shows correct identification, while Fig. 7b shows wrong identification. There is a name 

identification error as shown in Fig. 7b. This is because there are several images tested that do not follow the 

training process. As shown in Fig. 7b (Bill Gates face) should be included in the unknown people folder. This 
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was not done by the researcher, causing a mistake in identifying the name. Therefore, it can be concluded 

temporarily that this system still has errors in face identification, especially in facial images that did not follow 

the previous training process so the system does not recognize these faces. To improve the accuracy of the 

testing process, it is necessary to add training data for faces. 

 

 
Fig 6. Training process using AlexNet 

 

 
7a. Correct identification 

 
7b. Wrong identification 

Fig. 7 Example of personal identification test results using AlexNet 

 
TABLE IV 

CONFUSION MATRIX RESULTS 

 

P
re

d
ic

te
d
 V

al
u

es
  

Actual Values 

 
Positive Negative 

Positive 30 0 

Negative 2 8 

The test results are shown in the form of Table IV confusion matrix. From the results of Table IV, the accuracy 

value can be calculated based on equations (1) and (2). Obtained an accuracy value of 95% and a 

sensitivity/recall of 94%. This is because there is an identification error in the name, where the image being 
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tested has not been included in the training class. The incorrectly identified image should be included in the 

face unrecognized category. 

Accuracy =
30+8

30+0+2+8
𝑥 100% = 95%                                       

𝑺𝒆𝒏𝒔𝒊𝒕𝒊𝒗𝒊𝒕𝒚

𝑹𝒆𝒄𝒂𝒍𝒍
=

30

30+2
𝑥 100% = 94 %                                                

 

  

V. CONCLUSION 

The conclusion obtained from this study is that the CNN algorithm with the ALEXNET architecture is able 

to work well in recognizing faces. By using data of 400 facial images which are divided into 4 classes, the 

training accuracy value is 100%, the testing accuracy is 95%, and the test recall is 94%. The test image data 

carried out in this study only contained one face in each image/photo and had not been tested on photos with 

many faces. Suggestions for further research are to try to recognize many faces in one image/photo. Then add 

more training data, test data, classification class to get more real results. 
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