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Abstract 

Asthma is a public health problem in almost all countries in the world. One of the symptoms that 

exist in asthmatics is wheezing. Several researchers have conducted research on wheezing 

classification using machine learning methods, namely the Support Vector Machine (SVM), Mel-

frequency cepstral coefficients (MFCC), empirical mode decomposition (EMD), Artificial Neural 

Network (ANN), ensemble (ENS), K-Nearest Neighbor (KNN) and Short-Time Fourier Transform 

(STFT) and Convolutional Neural Network (CNN). Of the many studies that have been carried out 

in detecting wheezing, however, researchers only focus on proposing a new algorithm for wheezing 

detection. Rarely do researchers focus on comparative analysis to existing algorithms. This study 

aims to determine the accuracy of the results from wheezing classification of respiratory sounds by 

comparing the algorithm. In the experiment, 4 algorithm were analyzed namely Classification using 

Convolutional Neural Network (CNN) with Short-Time Fourier Transform (STFT) extraction 

feature, Classification using Convolutional Neural Network (CNN) with Mel-Frequency Cepstral 

Coefficients (MFCC) extraction, Classification using Long-Short Term Memory (LSTM) with  

Short-Time Fourier Transform (STFT) extraction feature, Classification using Long-Short Term 

Memory (LSTM) with  Mel-Frequency Cepstral Coefficients (MFCC) extraction. Rigorous 

experiments have been carried out, and it is proven that Classification using Convolutional Neural 

Network (CNN) algorithm is better than using Long-Short Term Memory (LSTM). Classification 

with 2 CNN algorithms has 98% accuracy while classification with LSTM and STFT algorithms 

has 58% accuracy, and LSTM and MFCC algorithms has 100% accuracy. 

Keywords: asthma, classification algorithm, wheezing, convolutional neural network, long short-

term memory 

 

I. INTRODUCTION 

EVERAL researchers have conducted research on wheezing classification using machine learning methods, namely 

the Support Vector Machine (SVM) [1], Mel-frequency cepstral coefficients (MFCC) [2], [3], empirical 

mode decomposition (EMD), Artificial Neural Network (ANN), ensemble (ENS), K-Nearest Neighbor (KNN) 

and Short-Time Fourier Transform (STFT) [4] and Convolutional Neural Network(CNN) [5]. In research [1] 

G. D. Sosa et al discusses automatic wheezing detection by evaluating several acoustic feature extraction 

methods and C-weight SVM. In [6], P. Bokov et al discusses the introduction of wheezing using recorded mouth 

breathing sounds taken using a smartphone in children. In [4], D. Oletic and V. Rinse discusses wheezing 

detection based on Compressively Sensed Respiratory Sound Spectra. In research [2] M. Akanat et al discussed 

about the classification of wheezing with the Convolutional Neural Network method. In the study [7], A. Parkhi 

and M. Pawar discussed the analysis of lung abnormalities using the Short Time Fourier Transform (STFT) 
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Spectogram analysis of lung sounds. In [8]. Anggoro. et al discussed about speech recognition in the northern 

Sundanese dialect. In this study, the researcher uses the feature extraction method, namely MFCC for the 

introduction method using RNN. The researcher has five samples of speech in Sundanese which will be tested 

for ten times with each part namely epoch testing and mini batch testing. The results obtained in the test that is 

equal to 74%. In [8], Erwin et al discussed the introduction of Manado dialect using the Recurrent Neural 

Network. In this study, the researcher used the feature extraction method, namely MFCC. Researchers used ten 

samples of Manado speech taken from three sources using cellphones. Researchers used three testing methods, 

namely epoch testing, mini batch, and system testing. Each test method was carried out for ten to eleven 

repetitions. The accuracy results obtained are 87% using ideal parameters and carried out for ten times of testing. 

Of the many studies that have been carried out in detecting wheezing, however, researchers only focus on 

proposing a new algorithm for wheezing detection. Rarely do researchers focus on comparative analysis to 

existing algorithms. Based on the above problems, this final project is an analytical study of the Convolutional 

Neural Network and Long-Short Term Memory classification algorithms using the feature extraction method 

MFCC and STFT. 

 

II. LITERATURE REVIEW 

A. Wheezing 

Wheezing is a marker of lung symptoms experienced by every individual, be it parents, children, or health care 

providers. In the International Study of Asthma and Allergies in Childhood (ISAAC) wheezing is used as a 

substitute for asthma [9]. Wheezing occurs spontaneously repeatedly, with a high pitch and often heard on 

expiration [10]. 

Based on [11]., study found that 48% of children within the first 6 years have at least one wheezing disease, 

34% before age 3 years usually is said to be early wheezing and half of the children continue at the age of 6 years  

Wheezing sounds can be distinguished from waveforms that transformed into a spectrogram, Fig.1 is an 

example of a sound waveform transformation of wheezing, crackle, and rhonchi. 

 

Fig.1  Visualization adventitious lung sounds (ALS) waveforms (top) and spectrogram (bottom) of (a) wheeze, (b) crackle, and (c) 

rhonchi. 
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B. Short-Time Fourier Transform (STFT) 

Short-time Fourier Transform is a digital signal processing algorithm which is the development of the fast 

Fourier transform algorithm. Algorithm STFT works by picking up a signal in t seconds then decoding into the 

frequency domain so that the position as well as the time and domain can be known signals. Short-time Fourier 

Transform has calculation calculations based on window function [12]: 

𝑆𝑇𝐹𝑇(𝑡, 𝑓)  =  ∫  𝑥(𝜏)  ∗  (𝜏 −  𝑡)𝑒−2fπfτ𝑑𝜏 

The window function (w) will be placed on the first signal with t = 0 width (T) min 
𝑇

2
 maximum frequency. 

 

Fig. 2  Block diagram of STFT ability to overlap, while constructing a spectrogram. 

As can be seen in Fig.2, STFT can also be calculated using the Fast Fourier Transform with the signal variables 

x(n) and the window w(n) must be discrete, where m is the high-resolution time of n. So it can be expressed in 

spectogram with problem 

spectogram{x(n, ω)}  = |X(n, ω)|2   

The most important part in STFT lies in the width of the function window because it will affect the frequency 

resolution and time resolution [13]. 

C. Convolutional Neural Network (CNN) 

Convolutional Neural Network is a branch of deep learning used to perform visual recognition. Not only 

visuals CNN recognition can also be used in audio processing, especially in classification sound. However, they 

have architectural differences that are practical and significant consequences. 

1) Layer Architecture 

Convolutional Neural Network has several layers that arranged in its architecture which consists of: 

a) Convolutional Layer 

Layers arranged over neurons to form a filter that has a pixel size. Convolutional Layer used as an 

extraction feature by sliding the filter there is by using a dot operation between the input and the filter 

value, so it gets an output called activation map. As can be seen in 0 the convolution layer symbolized 

as CONV, is where the feature learning happens, filters are just small patches that represent visual 

feature of a CNN and convolve it over the input volume to get a single activation map. 

 

Fig. 3  The convolutional layer. 
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b) Pooling Layer 

Layer that serves to reduce the size of the feature map that has been obtained on the convolutional 

layer and increase position invariance of the features. The method used in determine pooling is Max 

pooling whereby searching the largest value from the feature map, and Average Pooling by finding the 

average value on the feature map. Fig.3 shows an example of max pooling operation and average 

pooling with a 2x2 pixel filter size from 4x4 pixel input for max pooling, inside of the window choose 

the maximum value in that window. For average pooling, take the average of the values in the window. 

 

 

 

 

 

 

 

 

 

 

 

Fig.4  Pooling layer operation. 

c)  Fully Connected Layer 

The function of the Fully Connected Layer is to perform transformation of data dimensions so that 

classification can be carried out linear [14]. Inside the fully connected layer there are several layers it 

includes: hidden layer, activation function, output layer and loss function.  

 

2) Rectified Linier Units 

Rectified Linear Units is one of the activation functions that thresholding the input pixel with a value of zero 

with the function f(x)  =  max(0, x) [15], [16], 0.5  is a visualization of the function. 

 

 

Fig.5 Visualization of function f(x)  =  max(0, x) 

D. Mel-Frequency Cepstral Coefficients (MFCC) 

MFCC feature extraction aims to obtain features in the form of parameters. The MFCC has seven stages. The 

first stage is pre-emphasis, the second is frame blocking, third windowing, fourth Fast Fourier Transform (FFT), 

fifth Mel Frequency Wrapping (MFW), the sixth Discrete Cosine Transform (DCT), and the seventh cepstral 

lifting [17]. 
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E. Long-Short Term Memory (LSTM) 

Long-Short Term Memory (LSTM) is a special type of neural network, where including part of the Recurrent 

Neural Network (RNN). Unlike feed forward neural network conventionally, RNN uses and feedback from the 

output layers back to the input layers, where each feedback connection can be used as a time-delay gate. RNN 

architecture able to represent explicitly the effect of past output values on current output calculations, making 

it ideal for modeling the autocorrelation structure of time series or time series data [18]. 

 

III. RESEARCH METHOD 

The following are some explanations of the methods used in this study. 

A. Data 

In this experiment, the data used has a total of 73 sound recordings for data test consisting of 32 normal breath 
sounds and 33 abnormal breath sounds, and for data test consisting of 4 normal breath sounds and 4 abnormal 
breath sounds. The data was obtained from kaggle with research named “Respiratory Sound Database for the 
Development of Automated Classification”. The data used is a voice recording in the form of .wav format. 

The first thing to do in the experiment is to label the sound recording data with a normal or abnormal label as 

can be seen in TABLE I. The next step is to insert the sound recording data that has been labeled to the 

algorithm. 

TABLE I.  EXAMPLE OF DATASET EXPERIMENTS 

No. Data Label 

1 102_1b1_Ar_sc_Meditron.wav normal 

2 121_1p1_Tc_sc_Meditron.wav normal 

3 122_2b1_Al_mc_LittC2SE.wav normal 

4 121_1b1_Tc_sc_Meditron.wav normal 

5 125_1b1_Tc_sc_Meditron.wav normal 

6 101_1b1_Al_sc_Meditron.wav abnormal 

7 103_2b2_Ar_mc_LittC2SE.wav abnormal 

8 104_1b1_Al_sc_Litt3200.wav abnormal 

9 104_1b1_Ar_sc_Litt3200.wav abnormal 

10 104_1b1_Ll_sc_Litt3200.wav abnormal 

 

B. Confusion Matrix 

Classification model valuation is based on testing to estimate the correct object and false [19], the order of 

the tests is tabulated in the confusion matrix where the classes are predicted is displayed at the top of the matrix 

and class observed on the left. Each cell contains a number which shows how many cases are of the observed 

class for predictable as can be seen in TABLE II. True Positive is predicted positive and it’s true, True Negative 

is predicted negative and it’s true, False Positive is predicted positive and it’s false, False Negative is predicted 

negative and it’s false. 
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TABLE II.  COMBINATIONS OF PREDICTED AND ACTUAL VALUES  

Classification Actually  
Positive (1) 

Actually  
Negative (0) 

Predicted Positive (1) True  Positives 
(TPs) 

False Positive 
(FPs) 

Predicted Negative (0) False Negatives 
(FNs) 

False Positives 
(Fps) 

 

C. Scenario 

1) Splitting Data 

It is recommended that we divide the observations into training and testing data. Empirical studies show 

that the best results are obtained if we use 20% of the data for testing, and the remaining 80% of the data for 

training [20]. In this study provides 20% of the data for testing, and the remaining 80% of the data for training. 

2) Analyzing 

In the experiment, 4 algorithms were analyzed: 

a) Classification using Convolutional Neural Network (CNN) with Short-Time Fourier Transform 

(STFT) extraction feature. 

b) Classification using Convolutional Neural Network (CNN) with Mel-Frequency Cepstral Coefficients 

(MFCC) extraction. 

c) Classification using Long-Short Term Memory (LSTM) with Short-Time Fourier Transform (STFT) 

extraction feature. 

d) Classification using Long-Short Term Memory (LSTM) with Mel-Frequency Cepstral Coefficients 

(MFCC) extraction. 

 

 

IV. RESULTS  

The evaluation of the classification model is based on testing to estimate normal or abnormal, then each 

algorithm will be compared. The method used to compare algorithms are using different learning rates and 

different epoch. Learning rate affects the testing and training accuracies of algorithm and therefore researchers 

have to explore different learning rates before settling on one, this experiment uses the default learning rate of 

0.0001 [21] 

A. Learning Rate 0.0001 

There is a limit to the times one can decrease the learning rate. To avoid wasting time at such points, one 

should avoid repeating the same steps while taking the same path that results in the same minimum.  

TABLE III. COMPARISON OF RESULTS WITH 0.0001 LEARNING RATE AND DIFFERENT EPOCHS 

Model 
Epoch 50 Epoch 100 Epoch 150 Epoch 200 

Accuracy Loss Accuracy Loss Accuracy Loss Accuracy Loss 

CNN with STFT 83% 0.412 87% 0.3276 90% 0.3144 90% 0.2895 

CNN with MFCC 75% 0.575 87% 0.2709 90% 0.2688 98% 0.1325 

LSTM with STFT 56% 0.6924 56% 0.6898 56% 0.6922 56% 0.6875 

LSTM with MFCC 92% 0.2871 87% 0.316 98% 0.246 98% 0.1979 
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 Based on the Fig.6, the learning rate 0.0001 and different epochs, both of CNN model has increased the 

accuracy, meanwhile the accuracy of LSTM with STFT model does not change, and the LSTM with MFCC 

accuracy changes up and down. The graph of the results of each algorithm with learning rate 0.001 can be seen 

in 0. 

 

Fig.6  Visualization of learning rate 0.0001. 

B. Learning Rate 0.0001 

Researchers raised the learning rate to high with the learning rate of 0.001 [21]. 

TABLE IV. COMPARISON OF RESULTS WITH 0.001 LEARNING RATE AND DIFFERENT EPOCHS 

Model 
Epoch 50 Epoch 100 Epoch 150 Epoch 200 

Accuracy Loss Accuracy Loss Accuracy Loss Accuracy Loss 

CNN with STFT 92% 0.2709 94% 0.1678 96% 0.1391 98% 0.0993 

CNN with MFCC 56% 0 56% 0.6911 98% 0.0906 56% 0 

LSTM with STFT 56% 0.6882 56% 0.686 56% 0.6882 56% 0.6864 

LSTM with MFCC 100% 0.4138 100% 0.0581 98% 0.179 100% 0.0338 

Based on the 0TABLE IV, the learning rate 0.001 and different epochs, the CNN with STFT model has 

increased the accuracy, CNN with MFCC model accuracy changes up and down, LSTM with STFT model does 

not change, and LSTM with MFCC model has reached 100% accuracy. The graph of the results of each 

algorithm with learning rate 0.001 can be seen in Fig.6. 

  

Fig. 7  Visualization of learning rate 0.001. 
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V. CONCLUSION AND RECOMMENDATIONS 

Based on the results of the four algorithms, the most optimal algorithm for classifying wheezing is with CNN 

because of the accuracy value obtained. And there is a possibility that the algorithm that has 100% accuracy is 

overfitting, this can happen if the model is trained in an extremely complex way so that its estimation has high 

variance but low bias [22]. It can be concluded that the CNN algorithm is the most suitable classification 

algorithm for data like this, one of the reasons that can be seen here is how the algorithm comes with high 

accuracy for different learning rates and epochs. The challenges in conducting this research are collecting data 

directly from the hospital and finding methods that can be used for this kind of data. For further study, researchers 

may be able to use more datasets, the more data used the more accurate the algorithm’s performance results will 

be, adding denoising feature into the algorithm, develop to avoid overfitting. 

 

DATA AND COMPUTER PROGRAM AVAILABILITY 

Data and program used in this paper can be accessed in the following site: 

1) https://drive.google.com/drive/folders/1RdQ2d00wk9NasZIFOvVx0ZTRqLOTx741?usp=sharing 

2) https://drive.google.com/drive/folders/1qBt-5tthbsMKJ8ZoS8PpNrOE96yjYzrS?usp=sharing 
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