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Abstract 

This study proposes the use of a hybrid classification method in machine learning algorithms. the 

machine learning algorithm is an algorithm used in the machine learning process based on data. for 

the hybrid method using the ensemble learning method, namely the voting method. the voting 

method is a combination algorithm for predicting a class. This study aims to improve the results of 

machine learning algorithm classification accuracy in the classification process for the distribution 

of the number of dengue cases in the city of Bandung. The machine learning algorithm used in this 

research is Support Vector Machine (SVM), K-Nearest Neighbor (KNN), and Decision Tree (DT). 

The results obtained from the three algorithms are superior with KNN with an accuracy of 87%, 

SVM at 84%, and DT at 79%. by using the hard voting method approach, the accuracy increased to 

91%. The proposed model can obtain better accuracy results from the three machine learning 

algorithms. The contribution of this research is to provide information that the hybrid classification 

of the number of dengue cases using a voting approach can increase the accuracy of the proposed 

model. 

Keywords: Classification, Support Vector Machine, K-Nearest Neighbor, Decision Tree, Hybrid 

Classifier 

 

I. INTRODUCTION 

engue hemorrhagic fever (DHF) is a health problem in Indonesia. With a total of 267 million people, 

Indonesia is at risk of contracting dengue fever. The main factor causing dengue fever is caused by the  

bite of the Aedes aegypti mosquito which carries the dengue virus. Other factors can be caused by high rainfall, 

humidity, and temperature. weather factors are very influential in the process of breeding these mosquitoes [1]. 

According to the Ministry of Health of the Republic of Indonesia, the number of DHF sufferers in Indonesia 

from the beginning of the year to July 2020 was 71,633 cases with 459 deaths, while in 2019 there were 919 

deaths with 138,127 cases [2]. The region in Indonesia that has the highest number of cases is West Java with 
the highest ranking with 10,772 cases. The area of West Java that has the highest number of cases is the city of 

Bandung. The city of Bandung was recorded to have the highest number of cases, namely 4,424 cases. 

To overcome the problem of the number of cases of dengue fever that occurred in the city of Bandung, a 

solution is given to classify the effect of weather on the number of cases that occur. Classification is useful for 
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grouping variables based on predefined classes [3]. one of them is the use of classification methods in machine 

learning algorithms. there has not been much research to improve the results of classification performance. 

usually only focuses on the accuracy of classification results obtained. 

Previous studies used a hybrid stacked classifier with SVM, KNN, and C5.0. the results obtained on the 

individual classification of SVM obtained the best accuracy with 88.2%. while for hybrid SVM, KNN, and C5.0 

using meta RF and GLM with 10 cross validations of 91.2% and 90.8%, respectively. in s study concluded that 

the variation of the classification combination model with the ensemble approach can increase the accuracy of 

the results [4]. 

In another similar study, DHF in Indonesia was predicted using the Decision Tree with an accuracy of 76% 

[5]. Another study used a comparison of the Support Vector Machine and C4.5 algorithms for the identification 

of pests and diseases in chili plants, with an accuracy of 82.33% and 89.25%, respectively [6]. Another study 

using k-Nearest Neighbor for heart disease obtained an accuracy of  81,31% [7]. 

Based on the research above, it can be concluded that there are still few studies that have developed the 

performance of classification algorithms using ensemble learning. In this study, the authors focus on the hybrid 

classifier using the hard voting ensemble method of three classification algorithms, namely Support Vector 

Machine, K-Nearest Neighbor, and Decision Tree. The ensemble voting approach can solve the problem of 
determining better predictive results. it can be seen from the research above that each classification algorithm 

has fairly good accuracy. by using the voting ensemble of the three classification algorithms, the prediction 

results can be more optimal and the accuracy obtained will increase. The contribution of this research is to 

provide information that the ensemble voting method can improve prediction results that are more optimal in 

the classification process. 

II. LITERATURE REVIEW 

Dengue fever research using the Support Vector Machine algorithm gets high accuracy results, the Support 

Vector Machine is a good classification and prediction algorithm but also requires good data preprocessing [8]. 

Another study on dengue fever compared the Backpropagation method, the Gaussian method, and the Support 

Vector Machine. The Support Vector Machine has the largest error value compared to the other 2 methods [9]. 

Dengue fever prediction research uses the Decision Tree algorithm and Support Vector Machine. Decision 

Tree is more efficient, the processing time is fast, etc. However, this method produces a lot of false positives. 

Support Vector Machine is better than Decision Tree based on accuracy, sensitivity, specificity, and area under 

the curve. Support Vector Machine can produce high accuracy when selecting features correctly [10]. 

Another study predicts heart disease using the K-Nearest Neighbor algorithm and the Support Vector 

Machine. comparing the use of data normalization method by not using data normalization in two different 

classification algorithms. the results obtained by normalizing the data can increase the accuracy of the 

classification process [7]. 

Another research on breast cancer classification uses ensemble learning from several classification methods. 

This study compares the values of accuracy, precision, recall, and f1-score of each classification algorithm used. 

choose the three best classifications and then optimize by comparing the probability of the highest, minimum, 
and average votes. the election of the most votes managed to reach a peak in the resulting accuracy compared 

to using advanced algorithms carried out by previous studies [11]. 

In thyroid prediction research, it is proposed to develop an ensemble method. This method combines 

Bagging, Boosting, Stacking, and Voting. each method will predict the results of a model that is built. Voting 

will do the voting of the three methods. The results obtained from the four methods are that Boosting has a 

weaker level of accuracy than Bagging and Stacking. Voting from Bagging, Boosting, and Stacking got good 

accuracy with a small number of wrong predictions. [12]. 
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In infectious disease prediction research, three basic classification methods are used with a combination of 

ensemble voting methods. In this case, the classification of each classification algorithm method is carried out, 

and then the majority vote is carried out. The ensemble voting method has the highest efficiency, which can be 

seen from the confusion matrix in the classification of infectious diseases [13]. 

In this case study, the classification of dengue fever uses a hybrid of three basic classification methods. The 

voting method can improve accuracy results by overcoming the weaknesses of each classification algorithm 

used. Voting also minimizes errors from the classification algorithm [14]. 

The ensemble learning selection method is a classification process with combined classification using a 

selection system that will determine the selected model. each model will be free to choose the class to be used 

and free to perform the desired test. The model chosen is the one that has the maximum sound from the test and 

class [4]. 

 

III. RESEARCH METHOD 

This research was carried out with several processes described in the research methodology in Fig. 1. 

 
Fig. 1. System Design Hybrid Classifier. 
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A. Dataset 

In this study, the Bandung city of dengue fever dataset was used from 2012 to 2018. This dataset has 

attributes including year, sub-district, number of cases, rainfall, humidity, temperature, and class. The dataset 

will be divided into 80% training data and 20% testing data. training data is used to train the model to be built 

while testing data is used to test the model that has been built. The variables used in this research are shown in 

the Table 1. 

 

  TABLE 1 

Research Variable 

Variable Explanation 

𝑋1 Years 

𝑋2 Rainfall 

𝑋3 Humidity 

𝑋4 Temperature 

𝑋5 Sub-district 

𝑌 Class based on number of case 

 

B. Data Preprocessing 

Data preprocessing is a data cleaning phase that will eliminate error values in the data set. Various kinds of 

preprocessing techniques and methods have been developed. choosing the right technique is the essence of data 

preprocessing [15]. 

The techniques and methods used include making class labels based on the number of cases of dengue fever 

as shown in the Table 2. 

 

TABLE 2 

CLASS LABELING 

 

Class Label Class Range 

High 2 Cases > 55 

Medium 1 Cases <= 55 

Low 0 Cases < 20 

 

Another technique uses the data normalization method to convert the input values to min and max to 

normalize the distribution and increase the success rate [9]. The formula is shown in (1). 

𝑥′ =  
𝑥−𝑥𝑚𝑖𝑛

𝑥𝑚𝑎𝑥−𝑥𝑚𝑖𝑛
     (1) 

 

C. Support Vector Machine 

Support Vector Machine is an algorithm that can solve binary class problems. Support Vector Machine has many 

kernels. Each kernel has a different value [8]. 
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Fig. 2. Decision boundary in SVM with maximal margin 

Figure 2 explains that there are two black and red circles. The red circle is the first class and the black circle 

is the second class. W is a hyperplane (decision boundary) that serves as an intermediary between the two 

classes. margin is the distance between the hyperplane and the closest data for each class [16]. 

In this study the author uses the RBF kernel with the formula below: 

 𝐾(𝑋, 𝑋1) = exp (−
||𝑥−𝑥1||2

2𝜎2 )  (2) 

D. K-Nearest Neighbor 

K-Nearest Neighbor is an algorithm that classifies by calculating the distance of a neighbor numbered K. 

The distance can be calculated by various methods. K-Nearest neighbor does not undergo a training and 

understanding process. 

The K value in K-Nearest Neighbor must be odd or more than one but must not exceed the training data. the 

greater the value of K, the smaller the value of the classification noise generated. the euclidean method is used 

in calculating the neighboring distance [7]. the euclidean formula below: 

 𝑑𝑖 = √∑ (𝑥2𝑖 − 𝑥1𝑖)
2𝑝

𝑖=1  (3) 

𝑋1𝑖 = Data Sample 

𝑋2𝑖 = Testing Data 

𝑖  = Data Variable 

𝑑 = Distance 

𝑝 = Data Dimension 

 

E. Decision Tree 

Decision Tree is a picture of a tree that has roots, branches, and leaves. The top of the decision tree is called 

the node. Each node will show the attribute, the decision branch, and each leaf will show the category result. 

the decision Tree works by testing the attributes that are on the internal node, the test results will be on the 

branch and the results will be on the leaf node [17]. 

The conceptual rule of a decision tree is a model sequentially uniting a series of tests efficiently and 

cohesively where the feature value will be compared with the test threshold value. Entropy is used to measure 

the value of the random datasets. Entropy has values of 0 and 1. Entropy is said to be good if its value is close 
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to 0. Meanwhile Information gain is a metric of reciprocal information. The higher the information gain value 

the better [18]. Entropy formula and gain information below. 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) =  ∑  𝑝𝑖  𝑙𝑜𝑔
2

 𝑝𝑖  
𝑐
𝑖=1     (4) 

𝐺𝑎𝑖𝑛(𝑆, 𝐴) =  ∑
|𝑆𝑖|

|𝑆|𝑣 ∈𝑉(𝐴)  𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆𝑖)   (5) 

𝑆  = set of cases 

𝑆𝑖  = number of cases on the partition 

𝐴  = attribute 

|𝑆𝑟|  = number of cases in S 

 

F. Hybrid Classification 

Ensemble learning using the hard voting method can be used to improve the classification results [4]. After 

applying the three classification algorithm methods, the most votes will be selected for each algorithm to predict 

the final result of the test. In majority voting, class y labels are predicted by majority voting for each classifier 

C: 

𝑦 =  𝑚𝑜𝑑𝑒 {𝐶1(𝑥), 𝐶2(𝑥), . . , 𝐶𝑛(𝑥)}   (6) 

 

y is the final class from the results of the classification prediction voting, 𝐶𝑖 is the result of class prediction 

by classification. 

G. Confusion Matrix 

The confusion matrix is a process for assessing the work results and whether they have achieved the desired 

goals. confusion matrix can evaluate the performance of the model that has been built [16]. 

    𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
∗ 100%   (7) 

    𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝐹𝑃+𝑇𝑃
∗ 100%    (8) 

    𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝐹𝑁+𝑇𝑃
∗ 100%     (9) 

TP  = True Positive 

TN  = True Negative 

FP  = False Positive 

FN  = False Negative 

 

 

IV. RESULTS AND DISCUSSION 

In this research analysis, we use several classification algorithms and hybrid classification methods to 

improve the accuracy of the results obtained. By using the Decision Tree algorithm, the authors get the problem 

of training data that has overfitting constraints. By adding some parameters the problem of overfitting on the 

Decision Tree can be overcome. 
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Another algorithm uses K-Nearest Neighbor with a value of K=3. K value is taken based on its accuracy 

performance. other algorithms Support Vector Machine uses the RBF kernel. After completing the classification 

stage, the majority vote will be selected using the hard voting method. Accuracy results are shown in the Table 

3 and Figure 3. 

 

TABLE 3 

 ACCURACY CLASSIFIERS 

Classification Accuracy 

DT 79% 

SVM 84% 

KNN 87% 

Hybrid 91% 

 

 

Fig. 3. Accuracy Classifiers 

Based on the results obtained, Decision Tree has an accuracy of 79%, Support Vector Machine has an 

accuracy of 84%, K-Nearest Neighbor has an accuracy of 87% and Hybrid Classification has an accuracy of 

91%. The high and low accuracy obtained by the classification algorithm affects the number of datasets and the 

number of variations in the dataset values. Class imbalance also affects machine learning algorithms in the 

classification learning process. the oversampling method is used in unbalanced class handling. This method 

affects increasing accuracy results compared to not oversampling. 

In the Decision Tree algorithm, there is an overfitting constraint. the author adds parameters such as tree 
depth, number of leaf nodes, and splits. overfitting occurs due to a lack of variation in the dataset so the Decision 

Tree algorithm learns the data too well. this also affects the accuracy of results obtained. for the K-Nearest 

Neighbor algorithm, the selection of the K value greatly affects the accuracy of results. The author compares 

the K values from 3 to 10 to find the most optimal K value in getting the best accuracy results. for the Support 

Vector Machine algorithm, the selection of the right SVM kernel also affects the accuracy of results obtained. 

The voting method based on the most votes can improve the results of classification accuracy in the 

distribution of the number of dengue cases. this method outperforms the 3 classification methods of machine 

learning DT, SVM, and KNN in the classification accuracy results. the voting method based on the most votes 
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combines several classification prediction results from several classification methods which cause better 

prediction results because it overcomes the problem of prediction errors from the classification algorithm. 

In previous research in the use of hybrid classification on the dataset of DHF patients. the method used is 

voting from the KNN 91%, NB 93%, and DT 92% algorithms which get a hybrid accuracy of 95% [13]. In this 

study, hybrid classification using a dataset of DHF patients was able to improve the performance of the 

classification results. 

Similar studies use hybrid classification in the dataset on the number of dengue cases. the method used is 

voting from the NB 74%, KNN 79%, and ANN 86% algorithms which get a hybrid accuracy of 90% [14]. In 

this study, the accuracy obtained from the classification algorithm is still not good, which causes the hybrid 

accuracy to be not optimal. 
 

TABLE 4  

Precision-Recall-F1-score 
 

Metrics DT SVM KNN Hybrid 

Precision 81% 85% 87% 91% 

Recall 81% 83% 86% 90% 

F1-Score 81% 83% 86% 90% 

 

 

Fig. 4. Precision-Recall-F1-score 

From the results of the evaluation of the Table 4 and Figure 4, the precision, recall, and F1-score values are 

taken from the average of each class used. hybrid classification got the best score with 91% precision, 90% 

recall, and 90% F1-score. Compared to other algorithms, hybrid classification can minimize the error rate that 

occurs. 

 

 

 

 

V. CONCLUSION 
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In this study, the classification of the spread of dengue fever is based on the influence of weather on the 

number of dengue cases in the city of Bandung. it can be concluded that the use of the voting method based on 

the most votes can improve the classification accuracy results. The proposed model can achieve an accuracy of 

91% in classifying the spread of dengue cases. the voting method will be more optimal if the comparison of the 

classification algorithm used has good accuracy. for further research on the spread of dengue, there is still the 

ability to improve accuracies such as the use of various classification methods and the incorporation of several 

ensemble combination methods using voting. voting is currently the best ensemble method for improving the 

performance of results. 
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